
Advanced Multiple-Input and Multiple-

Output Technology in Wireless

Communication Networks

Jiajia Guo

A dissertation submitted to the Graduate Research School of
The University of New South Wales

in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

School of Electrical Engineering and Telecommunications
Faculty of Engineering

January 2018





PLEASE TYPE 
THE UNIVERSITY OF NEW SOUTH WALES 

Thesis/Dissertation Sheet 
 
Surname or Family name: Guo 

  

 
First name: Jiajia 

 
Other name/s: 

 

 
Abbreviation for degree as given in the University calendar: Doctor of Philosophy (Research) 

 

 
School: Electrical Engineering and Telecommunications 

 
Faculty: Engineering 

 

 
Title: Advanced Multiple-Input and Multiple-Output Technology in Wireless Communication Networks 
 
 

 

 
Abstract 350 words maximum: (PLEASE TYPE) 

 
Nowadays, the explosive data traffic demand has been craving innovative technologies for future wireless networks. Classic theory has revealed 
that the capacity of a multiple-input and multiple-output (MIMO) channel can increase linearly with the number of antennas. However, besides 
deploying multiple antennas at base stations, there are many challenges to develop MIMO to further boost the wireless network capacity. 
 
In this thesis, advanced MIMO technologies are studied to exploit the degree of freedom gain under a variety of proposals for future wireless 
networks. 
 
First, a new linear vector physical-layer network coding scheme is proposed for a MIMO two-way relay channel where the channel state 
information is unavailable at transmitters. We present an explicit network coding method that minimizes the error probability at high signal-to-noise 
ratios (SNRs). We propose a novel typical error event analysis and show that the proposed scheme achieves the optimal error rate performance at 
high SNRs. Numerical results show that the proposed scheme significantly outperforms existing schemes. 
 
Second, a new caching scheme is proposed for a random wireless device-to-device (D2D) network, where each node is equipped with a local 
cache and intends to download files from a prefixed library via D2D links. The distributed MIMO technology is employed between source nodes 
and neighbours of the destination node for cache deliveries. The induced multiplexing gain and diversity gain increase the number of simultaneous 
transmissions, improving the network throughput. The average aggregate throughput scales almost linearly with the number of nodes, with a 
vanishing outage probability, and outperforms existing ones when the cache size is limited. 
 
Third, a hybrid D2D-cellular scheme is proposed to make use of the standby users who possess D2D communication capabilities in close 
proximity to each other, and to improve the rate performance for cellular users. Through D2D links, a virtual antenna array is formed by sharing 
antennas across different terminals to realize the diversity gain of MIMO channels. We then design an orthogonal D2D multiple access protocol 
and formulate the optimization problem of joint cellular and D2D resource allocation. Extensive system-level simulations demonstrate that the 
cellular rate performance is significantly improved. 
 
 
Declaration relating to disposition of project thesis/dissertation 
 
I hereby grant to the University of New South Wales or its agents the right to archive and to make available my thesis or dissertation in whole or in 
part in the University libraries in all forms of media, now or here after known, subject to the provisions of the Copyright Act 1968. I retain all 
property rights, such as patent rights. I also retain the right to use in future works (such as articles or books) all or part of this thesis or dissertation. 
 
I also authorise University Microfilms to use the 350 word abstract of my thesis in Dissertation Abstracts International (this is applicable to doctoral 
theses only). 
 
 
 
…………………………………………………………… 
                                Signature 

 
 
……………………………………..……………… 
                               Witness Signature 

 
 
……….……………………...…….… 
                        Date 

 
The University recognises that there may be exceptional circumstances requiring restrictions on copying or conditions on use.  Requests for 
restriction for a period of up to 2 years must be made in writing.  Requests for a longer period of restriction may be considered in exceptional 
circumstances and require the approval of the Dean of Graduate Research. 
 
FOR OFFICE USE ONLY 
 
 
 

Date of completion of requirements for Award: 
 

 
 
 
 

 
 

 



 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ORIGINALITY STATEMENT 
 
‘I hereby declare that this submission is my own work and to the best of my 
knowledge it contains no materials previously published or written by another 
person, or substantial proportions of material which have been accepted for the 
award of any other degree or diploma at UNSW or any other educational 
institution, except where due acknowledgement is made in the thesis. Any 
contribution made to the research by others, with whom I have worked at 
UNSW or elsewhere, is explicitly acknowledged in the thesis. I also declare that 
the intellectual content of this thesis is the product of my own work, except to 
the extent that assistance from others in the project's design and conception or 
in style, presentation and linguistic expression is acknowledged.’ 
 
 
Signed   …………………………………………….............. 
 
 
Date      …………………………………………….............. 



 



 
 
 
 
 
 
 
 COPYRIGHT STATEMENT 
 

‘I hereby grant the University of New South Wales or its agents the right to 
archive and to make available my thesis or dissertation in whole or part in the 
University libraries in all forms of media, now or here after known, subject to the 
provisions of the Copyright Act 1968. I retain all proprietary rights, such as patent 
rights. I also retain the right to use in future works (such as articles or books) all 
or part of this thesis or dissertation. 
I also authorise University Microfilms to use the 350 word abstract of my thesis in 
Dissertation Abstract International (this is applicable to doctoral theses only). 
I have either used no substantial portions of copyright material in my thesis or I 
have obtained permission to use copyright material; where permission has not 
been granted I have applied/will apply for a partial restriction of the digital copy of 
my thesis or dissertation.' 

 
 

Signed   ……………………………………………........................... 
 
 

Date       ……………………………………………........................... 
 
 
 
 

 AUTHENTICITY STATEMENT 
 

‘I certify that the Library deposit digital copy is a direct equivalent of the final 
officially approved version of my thesis. No emendation of content has occurred 
and if there are any minor variations in formatting, they are the result of the 
conversion to digital format.’ 

 
 

Signed   ……………………………………………........................... 
 
 

Date       ……………………………………………........................... 



 



ABSTRACT

Nowadays, the explosive data traffic demand has been craving innovative tech-

nologies for future wireless networks. Classic theory has revealed that the ca-

pacity of a multiple-input and multiple-output (MIMO) channel can increase

linearly with the number of antennas. However, besides deploying multiple

antennas at base stations, there are many challenges to develop MIMO to

further boost the wireless network capacity.

In this thesis, advanced MIMO technologies are studied to exploit the de-

gree of freedom gain under a variety of proposals for future wireless networks.

First, a new linear vector physical-layer network coding scheme is proposed

for a MIMO two-way relay channel where the channel state information is

unavailable at transmitters. We present an explicit network coding method

that minimizes the error probability at high signal-to-noise ratios (SNRs). We

propose a novel typical error event analysis and show that the proposed scheme

achieves the optimal error rate performance at high SNRs. Numerical results

show that the proposed scheme significantly outperforms existing schemes.

Second, a new caching scheme is proposed for a random wireless device-

to-device (D2D) network, where each node is equipped with a local cache and

intends to download files from a prefixed library via D2D links. The dis-

tributed MIMO technology is employed between source nodes and neighbours

of the destination node for cache deliveries. The induced multiplexing gain

and diversity gain increase the number of simultaneous transmissions, improv-



ing the network throughput. The average aggregate throughput scales almost

linearly with the number of nodes, with a vanishing outage probability, and

outperforms existing ones when the cache size is limited.

Third, a hybrid D2D-cellular scheme is proposed to make use of the standby

users who possess D2D communication capabilities in close proximity to each

other, and to improve the rate performance for cellular users. Through D2D

links, a virtual antenna array is formed by sharing antennas across different

terminals to realize the diversity gain of MIMO channels. We then design

an orthogonal D2D multiple access protocol and formulate the optimization

problem of joint cellular and D2D resource allocation. Extensive system-level

simulations demonstrate that the cellular rate performance is significantly im-

proved.
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Chapter 1

Overview

1.1 Introduction

Driven by an explosion of personal computers, tablets and smart phones, the demand

of data traffic has increased by a hundred times in the past decade and an accelerating

trend is expected by 2020 [1]. In addition to the data volume, the data rates and

the number of devices will continue to grow exponentially. New applications such as

virtual reality (VR), augmented reality (AR), and immersive gaming are expected to

consume even more bandwidth and sustained up to Gbps connections. The number

of devices also could reach tens or even hundreds of billions, due to many new applica-

tions on automotive, transport, security and healthcare [2,3]. Industrial and academia

societies have reached a consensus that the fifth generation (5G) communications will

target at three difference classes of user cases: eMBB (enhanced Mobile Broadband),

mMTC (massive Machine Type Communications) and URLLC (Ultra-Reliable and

Low Latency Communications) [4–6].

Under this context, incremental improvements for current wireless networks are

genuinely insufficient and it is crucial for researchers to develop innovative new tech-

nologies to meet these intense demands.

Classic theory has revealed great benefits of equipping multiple antennas in wire-

1
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less communications [7]. Especially, the capacity of a multiple-input and multiple-

output (MIMO) channel can increase linearly with the number of antennas in a rich

scattering environment. This stupendous improvement can benefit wireless networks

by providing high data rate, relieving the spectrum deficiency (SE), and enhancing

the ability of encountering interference.

For the time being, evolution of mobile broadband (i.e., developing eMBB) will

remain most important because ongoing growth in demand for it is proven to be strong

and commercially profitable [4]. Among the many proposals to 5G, increasing SE/EE

through advances in MIMO, to support more bits/s/Hz per node has been identified

as one of the key technologies to get a 1000× data rate for 5G communications [8].

However, other than the traditional method of deploying multiple antennas at

base stations, there are many challenges to further apply the MIMO technology in

future wireless networks.

One challenge is how to apply MIMO in the relay channels, where using relays

has been proven to be able to provide robustness against channel variations, extend

coverage and improve energy efficiency (EE) [9]. In relay channels, signals from multi-

users are superimposed at the relay, which brings interferences between different users

on top of interferences between different data streams induced by MIMO multiplexing.

This imposes as a major challenge in relay channels in terms of how to efficiently

manage interferences and improve SE/EE of the network.

Another difficulty is that due to the microwave carrier frequency for current wire-

less networks, the interspace requirement of deploying multiple antennas according

to the electromagnetic prorogation theory cannot be satisfied at the user side, given

the physical size of common end-user equipments. Without multiple antennas at the

user-side, a full MIMO channel capacity can not be realized in many cases.

Therefore, this thesis is dedicated to ingeniously employing MIMO in promising

proposals for next generation communications.

First, physical-layer network coding (PNC) has been proven to be able to largely

increase the network throughput of multi-user wireless communication networks [10–
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13]. For example, PNC can double the network throughput for a two-way relay

channel (TWRC), in which two users exchange information via an intermediate relay

simultaneously [14–16]. Instead of treating one user’s signal as interference or com-

pletely decoding the two users’s messages, the relay generates network coding (NC)

messages and broadcasts them to users. Each user can resolve the intended message

using the knowledge of its own messages. However, when considering MIMO PNC

for TWRCs, new challenges for a MIMO PNC scheme appear such as how to gener-

ate NC messages at the relay so that the MIMO capacity of the single user-to-relay

transmission can be retained or not degraded from the other user’s concurrent trans-

mission, and also the multiple data streams can be recovered at the destination. This

thesis tackles this problem for the first time.

Second, wireless caching has been proposed as a cost-effective way to handle the

high traffic requirement caused by content delivery applications, especially on-demand

video streaming [17–21]. Especially, in a cached device-to-device (D2D) network, each

device is equipped with a local cache and would like to download its requested file

from a pre-fixed library through D2D links. This setup is also applicable for mobile

edge computing and the content distribution network. For such a network, most

works focused on exploiting spatial reuse of concurrent multiple short range D2D

transmissions. However, the spatial degrees of freedom in a MIMO transmission are

not exploited in these works. The question of how the caching network capacity

would scale by exploiting spatial degrees of freedom is not answered so far, and is

thoroughly studied in this thesis. Moreover, compared with the vast library that

users may request, the local cache size is rather limited in realistic networks. This

conscious also motivates us to design a caching scheme for the small cache case.

Last but not least, the integration of D2D communications into a traditional

cellular network has been proposed as one of the promising technologies for 5G net-

works [22,23]. Studies have shown that this hybrid network can significantly increase

network SE and EE and alleviate the core network congestion [24]. It has been

recognized that in future cellular networks, there will be numerous standby users
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possessing D2D communication capabilities in close proximity to each other, while

these standby users do not necessarily request D2D communications all the time.

This D2D capability balance can be used to improve cellular performance. While

most of existing works proposing using the D2D link as a multi-hop relay, this thesis

proposes to use D2D communications to realize the diversity gain of MIMO channels,

therefore enhancing the capability of encountering the inter-cell interference.

To summarize, this thesis aims to study advanced MIMO technology to exploit

the degrees of freedom gain under a variety of proposals for future wireless networks.

1.2 Background and Motivations

1.2.1 MIMO Theory

The concept of MIMO can be traced back to researches in 1970s reducing the inter-

ference (crosstalk) between multiplexed pulse-amplitude modulated (PAM) signals

in multi-channel digital transmission systems, such as multi-pair cables and multi-

terminal systems [25, 26]. Although these works did not exploit multi-path propaga-

tion in a wireless channel, some of the mathematical techniques in dealing with mutual

interference are proved to be useful thereafter. In the mid-1980s, Bell Laboratories

took this research a step further by introducing the MIMO concept to multi-user

systems with time-division multiplexing.

The idea of improving the performance of cellular wireless networks by MIMO was

first consolidated in the early 1990s through space-division multiple access (SDMA)

[27, 28]. Using directional or smart antennas to communicate with users in different

locations within the range of the same base station, the multiple antennas allow

spatial separation of the signals from the different users. In the mid 1990s, it has

been further observed that a similar effect can occur for a point-to-point channel

with multiple transmit and receive antennas, even when the transmit antennas are not

geographically far apart [29]. The mathematical expression of this result is presented
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as follows.

Let matrix H ∈ CN×M represent a narrow band wireless channel with M transmit

and N receive antennas, whose element hi,j is the channel gain from transmit antenna

j to receive antenna i. Then, the corresponding channel is described by

y = Hx + n, (1.1)

where x ∈ CM×1, y ∈ CN×1 and n ∼ CN (0, N0IN) denote the transmitted signal,

received signal and white Gaussian noise respectively. Note that the transmitted

signals must satisfy a total power constraint P .

For a deterministic MIMO channel model, applying a method of singular value

decomposition (SVD), the capacity of a time-invariant MIMO channel with known

channel state information (CSI) at both the transmitter and the receiver is [30]

C =
nr∑
i=1

log

(
1 +

Piλ
2
i

N0

)
, (1.2)

where nr is the rank of matrix H, λi is the i-th ordered singular value of H and Pi is the

allocated power on the i-th eigenchannel. Each non-zero eigenchannel can support a

data stream and thus the MIMO channel can support nr spatial multiplexing streams.

When the scattering environment is rich enough (i.e., H is not ill-ranked), having

multiple antennas provides a degree-of-freedom gain of min{M,N} [7].

For a statistical MIMO channel model, the capacity of an M ×N i.i.d. Rayleigh

fading MIMO channel requiring only receiver CSI is [31]

C = log det

(
1 +

PHH†

MN0

)
, (1.3)

At a high signal-to-noise ratio (SNR) regime, the capacity can be approximated as

min{M,N} log
(
P
N0

)
bits/s/Hz.

Under both situations, an additional degree of freedom min{M,N} is provided

and can be exploited by spatially multiplexing min{M,N} data streams. In other

words, the capacity of a MIMO channel with N transmit and receive antennas is

proportional to N and can linearly increase with N . Thus, MIMO techniques have
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been widely used as a primary tool to significantly increase capacity in the high SNR

regime.

1.2.2 Physical-layer Network Coding

The PNC technology is able to improve the throughput and reliability of some multi-

user wireless communication networks [10–13].

The simplest setup for PNC is a two-way relay channel (TWRC), where two users

exchange information via an intermediate relay simultaneously. Compared with con-

ventional schemes such as amplify-forward and decode-forward, PNC allows the relay

to efficiently reconstruct and forward appropriate functions of the users messages. In

this way, considerable coding gain and degrees of freedom gain may be achieved.

The relaying strategy

In a wireless network, signals transmitted from a single node can be heard not only by

the intended receiver, but also by other nearby nodes. In traditional communications,

signals from unintended users in the same signal domain (in time, frequency or space)

are usually regarded as interference. Techniques on interference avoidance have to be

used to ensure the intended signal stand out against interferences. However, these

techniques usually come with diminishing rates. Recent work on cooperative commu-

nications has shown that this penalty can be overcome by adopting new strategies

at the physical layer. The key idea is that users should help to relay each other’s

messages by exploiting the broadcast and multiple-access properties of the wireless

medium [32]. Most proposed schemes can be categorized into the following three

relaying strategies:

• Amplify-and-Forward (AF): The relay sends an amplified version of the received

signal to the next receiver, maintaining a fixed average transmit power [33,34].

• Quantize-and-Forward (QF): The relay transmits a scaled version (or vector
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quantized, which is also referred to as compress-and-forward) of its observation

[35,36].

• Decode-and-Forward (DF): The relay decodes the source message and transmits

the re-encoded message to the next receiver [37].

• Compute-and-Forward (CF): The relay computes some network-coded message

based on the received messages. With specific code design, the destination will

be able to recover the messages [38].

The AF strategy is relatively easy to implement and requires much less computing

power as no decoding or quantizing operation is performed at the relay [33,34]. How-

ever, the noise at the relay is also amplified which is a main reason of the restricted

performance. Moreover, in a TWRC, the power of transmitting the other user’s signal

is wasted when performing the substraction operation at the destination user. Fig.

1.1 shows a outage rate comparison of DF, QF and CF strategies in a MIMO i.i.d.

Rayleigh slow fading channel [38]. From this figure, we observe that CF performs

the best in the moderate SNR regime and QF is a good strategy at the low SNR

regime. This is because when the SNR is low, the effective noise introduced by vector

quantization at the relays is not significant as in high SNRs. DF is not as efficient as

CF at the high SNR regime because the relay must either treat one of the messages

as noise or decode both. To summarize, compared with existing relay strategies, CF

is the best strategy in the moderate SNR regime.

Note that the above relay strategies are not only important in the classic relay

scenarios, but also apply to many advanced network architectures such as the cloud

radio access network (Cloud-RAN). For example, in Cloud-RANs, the BSs are con-

nected to a cloud-computing-based central processor (CP) with backhaul links with

finite capacities [6]. Here, each BS in Cloud-RANs can be regarded as a relay from

the user to the CP, and many researches have been done adopting QF and CF re-

spectively [39, 40]. Our work is a fundamental research on the CF relay strategy
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Figure 1.1. Comparisons between Quantize-and-Forward (Compress-and-
Forward), Decode-and-Forward and Compute-and-forward (referred to as
“Best Non-Zero Eq.” in the figure) in [38]. Symmetric outage rates for the
2× 2 MIMO multiple access channel with i.i.d. Rayleigh fading only known
at the receivers with per channel use rate of 2 and outage probability of 1

4
.

and provides theoretical references and insights for the BS operation design in fu-

ture Cloud-RAN. In addition, there have been studies trying to solve the collision

problem of massive connectivity by using the concept of PNC and the method in our

work [41]. This shows that PNC is an important research topic and has a wide range

of application under a variety of scenarios.

Physical-layer network coding basics

The pioneering work of PNC is first presented by [10] in 2006 and it has been shown

to be able to dramatically improve the throughput and reliability in a multi-way relay

channel (MWRC) [11,12].

The basic idea of PNC can be summarized as follows. Consider a TWRC where

user A and B want to exchange messages via a relay node as shown in Fig. 1.2. Each
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Figure 1.2. System model for a two way relay channel.

round of information exchange runs in two equal-duration time-slots, referred to as

the uplink phase and the downlink phase.

In the uplink phase, both users transmit signals xA and xB respectively, simulta-

neously to the relay. In the downlink phase, the relay broadcasts a signal vector xR

(or a signal scaler under the single-antenna setup) which contains some function of

the two users’ signals, i.e.

xR = f (xA, xB) . (1.4)

Upon receiving xR, each user extracts the other user’s information by exploiting

the perfect knowledge of its own message. This finishes one round of message ex-

change. The original work on PNC suggests using a XOR function of the two users’s

messages, which is a well-known function for PNC operations. In fact, f(.) could be

linear function [42, 43] or non-linear function [12] [44], according to different system

setups and designs.

From the information theoretic perspective, PNC agrees with the spirits of CF and

has been shown that PNC can achieve within 1/2 bit of the capacity of a Gaussian

TWRC and is asymptotically optimal at high SNRs [14,15].

Existing works and challenges: PNC for TWRC without transmitter-side

CSI

Despite its potential advantages in theory, the design of a high performance PNC

scheme in a practical fading wireless channel environment remains as a challenging

task. The main difficulty arises from the fact that the signals transmitted by the

two users will arrive at the receiver with a relative carrier-phase offset (CPO). For
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an ideal scenario where the CSI is globally known, the CPO may be compensated at

the transmitter sides, as assumed in most existing works [45–51]. However, such a

compensation requires very high-precision power amplifier and carrier-phase shifter,

which will be very demanding to implement [52].

In many practical scenarios where the CSI is not globally known at the trans-

mitters, it is desirable to design reliable PNC for TWRC without transmitter-side

CSI (CSIT). However, it is known to be a challenging task, even for the single-input

single-output (SISO) scenario [52,53]. This is primarily due to the existence of CPO

between the two users. In such a scenario, the error probability performance of the

conventional PNC can be significantly degraded.

In [52], the authors proposed an improved belief propagation algorithm for the

case where the CPO cannot be compensated at the transmitters. The performance

penalty caused by the CPO can be alleviated by utilizing the feature of a belief

propagation algorithm. However, this result only applies to a regime with a low-level

modulation and a low-rate channel code. In that regime, the gain of PNC is known to

be quite limited [14,15]. In [12], the authors proposed an adaptive PNC modulation

design method to optimize the signal constellation at the relay. However, due to the

non-linear PNC mapping they employed, their result is largely based on numerical

exhaustive search, which has a high computational complexity and lacks scalability.

The work in [54] addressed the design of irregular repeat accumulate (IRA) codes for

PNC under the binary-input Gaussian TWRC, and the constructed IRA codes have

considerable performance improvement over the existing codes. However, their results

cannot be extended to the fading TWRC. The CF theoretical framework introduces

lattice code as a powerful tool and provides a potential solution to this problem when

transmitters lack CSI [38]. Following this spirit, the authors in [55] proposed a lattice

coded PNC for the TWRC, where two users employ the same lattice codebook and the

relay attempts to decode the lattice coded network codes of the two users messages

by using an iterative belief propagation decoder. Yet, results on the practical coding

and modulation design for CF remain limited.
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Recently, a linear PNC scheme was proposed for a SISO TWRC [43,56,57] with-

out CSIT. It focused on the optimization of the PNC constellation by exploiting the

structure of linear PNC mapping. This scheme can be regarded as a practical em-

bodiment of the information theoretic concept of CF. Compared to the non-linear

PNC scheme in [12], the linear PNC scheme offers low computational complexity,

scalability, and clear insight for the optimized design solution. By carefully designing

the linear PNC coefficients, the error probability of the scheme is minimized, leading

to significantly improved error performance over conventional PNC schemes.

In contrast to the former work [16, 44, 46, 50] assuming perfect global CSI, this

thesis will focus on the setup where CSI is not available at the transmitters, which

is a more practical assumption. This applies to practical scenarios where there is no

feedback from the receiver to the transmitter or the channel reciprocity does not hold.

Existing works and challenges: MIMO PNC for TWRC

Nowadays, wireless communication systems and devices are featuring multi-antenna

and MIMO techniques. From the literature, PNC has been extended to MIMO

TWRCs and is shown to dramatically outperform non-PNC schemes in terms of

achievable information rate [16,45–51,58]. However, perfect global CSI at the trans-

mitters was assumed in these works. Specifically, joint precoding was employed

therein to strictly align the signal directions of the two users to support PNC. Unfor-

tunately, it is known that the assumption of global CSI at the transmitters is a strong

one in practice and delivering the full CSI requires considerable overhead [44,59].

So far, the design of a reliable PNC scheme for a MIMO TWRC without CSIT

remains as a challenging task. This is primarily due to 1) each user transmits multiple

streams from its multiple antennas and 2) the transmitted signals will arrive at the

relay with different signal directions. Results in this direction are quite limited.

In [44], the authors considered the non-linear PNC scheme in [12] for the MIMO

scenario. Owing to the non-linear PNC mapping, the scheme in [44] also has a high

computational complexity and lacks scalability and design insight. In [60] and [61],
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the authors consider TWRCs with two antennas at the relay and one antenna at each

user, and proposed a PNC scheme based on the QR decomposition of the channel

matrix. However, no spatial multiplexing can be carried out in such setting and

only a diversity order of one is achieved. Also, they both use quadrature phase shift

keying (QPSK) modulation while further work using high-level modulations should

be considered. The work on CF in [38] computes the NC codewords independently at

each antenna, while jointly generating multiple NC codewords based on all received

signals could be considered. The integer-forcing linear receiver studied in [62] inherits

the notion of CF in designing an efficient detection algorithm for a point-to-point

MIMO system. However, the focus of that work is on reducing the complexity of

a linear MIMO detector, rather than dealing with efficient communication over a

MIMO TWRC.

The linear PNC scheme for the SISO TWRCs in [43, 56, 57] has shown advan-

tages over the non-linear scheme. Yet, the generalization to the MIMO case is not

straightforward. The main challenges are:

1) the SISO linear PNC scheme re-constructs a single NC message from a one

dimension received signal space. However for spatial multiplexing MIMO scenario, in

order that each user can recover the desired multiple information streams from the

other user, one NC message determined by one NC coefficient vector is not enough.

Instead, it is essential for the relay to re-construct a vector of multiple NC messages

by designing multiple NC coefficient vectors. Therefore, it is challenging to find the

multiple vectors of NC coefficients that guarantee that the information streams can

be recovered by each user at the destination and the decoding error probability is

minimized;

2) For MIMO TWRCs with PNC, in the uplink phase, each information stream

does not only experience interference from the other user as in SISO TWRCs. It is

also interfered by other streams of the same user. Thus, new characterization of the

superposition of the two user’s multiple signal streams in a multi-dimensional received

signal space is required to analyze the performance of the proposed scheme.
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To summarize, it is desirable and challenging to design a reliable PNC scheme for

MIMO TWRCs without CSIT. Section 2.2 - 2.6 will present my work on MIMO PNC

for TWRCs.

Existing works and challenges: PNC for MWRC

Beyond TWRCs, there have also been many investigations on MWRCs in which a

relay (or a system of relays) interconnect more than two end nodes [63–65]. Multi-way

communications were first studied by Shannon in [66] where a two-way channel was

considered. The concept of MWRCs is proposed by combining relaying and multi-way

communications. This TWRC setup was studied in [63,67] leading to an approximate

characterization of the capacity region of the Gaussian case. The MWRC with more

nodes was also studied in [9] in a multi-cast scenario. A similar setup, where all users

belong to the same cluster and all channel gains are equal was studied in [68], and

the sum-capacity of this Gaussian setup with more than two users was obtained.

A broadcast variant of this multi-way relaying setup, the so called Y-channel, was

considered in [69]. In the Y-channel, three users attempt to communicate with each

other via a relay. Each user sends two independent messages, one to each other user.

Each node in the Y-channel is thus a source of two messages and a destination of two

messages. Studies on this area are intensely focused on achievable degrees of freedom

using signal alignment [70–72]. For example, in [70], the setup where the nodes have

multiple antennas was considered. A transmission scheme exploiting interference

alignment was proposed, and its corresponding achievable degrees of freedom were

calculated. Note that the capacity of the Y-channel is not known in general. Most

existing works, especially those on the degrees of freedom for Y-channel, require

global channel state information (CSI) at each node [73–75]. Unfortunately, global

CSI requires considerable overhead cost in real networks, and studies without CSIT

are important for real networks.

In particular, the no-CSIT Y-channel setup can be very useful in vehicle-to-vehicle

(V2V) communications, where information exchange between vehicles can be achieved
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with reduced latency and increased coverage through either relaying base-stations

or vehicles [76]. In such communication scenarios, the network topology is usually

dynamic and changes rapidly, wherein a no-CSIT scheme can significantly reduce the

overhead cost.

When considering a PNC scheme for Y-channel, with three users transmitting to

the relay simultaneously, the CPO between all the received signals at the relay is

more difficult to deal with than that in TWRCs. Thus, designing a Y-channel PNC

scheme not requiring CSIT is quite challenging. Section 2.7 will present my work on

the Y-channel PNC by further extending the idea of linear PNC.

1.2.3 Wireless Caching Networks

With the wireless data traffic predicted to increase dramatically in the next few years,

tremendous efforts of academia and industry have been made to satisfy this explosive

demand while minimizing the energy expenditure. Among the many proposals trying

to solve this issue, wireless caching has been proposed as a cost-effective way to handle

the high traffic requirement [17–19,77,78].

Although the caching technique has been widely used in computer networks, it

is until recently that wireless communication society realized its usefulness after ex-

ploiting two basic facts: One, the content delivered in the networks is “cacheable”

which means that the same content is requested by different users, though the re-

quests usually occur at different times; Two, caching shortens the distance between

the content and the requester, which naturally alleviates the network burden and

reduces the energy consumption. These properties endow the wireless caching with a

promising future for the next-generation cellular networks [20,21,79].

In a caching scheme, users request the intended file from a pre-fixed library without

traversing the base station or the core network. The caching scheme usually consists

of two phases. The first phase is the placement phase, where the cached messages are

stored solely based on the statistics of the user demands. In this phase, the network is
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Figure 1.3. A centralized network model.

not congested, and the main limitation is the size of the cache memories. The second

phase is the delivery phase, which is performed once the actual demands of the users

have been revealed. In this phase, the network is congested, and the main limitation

is the rate required to serve the requested content.

So far, there have been several works dedicating to improve the network perfor-

mance by exploiting the caching techniques. Here, existing works are categorized and

summarized by the considered networks as follows.

Caching in centralized networks

Consider a centralized network with one server (or macro-cell base station (MBS))

and several users (or small-cell base stations (SBS)), as depicted in Fig. 1.3. Each

user is equipped with a local cache of size Mc, which is filled with content files from

the core networks through a backhaul link [80–82]. The backhaul link from the server

to users is limited of either low-capacity or expensive.

In [21], the authors considered the transmission between BSs and end users in a

cellular network. They tried to improve the network performance by optimizing the

content distribution on SBS caches. They formulated the problem as finding a solution

to maximize the sum probability that any end user requests a file that is accessible
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through its local helpers (BSs), weighted with its corresponding delay downloading

from its helper. Their simulation results demonstrated performance improvements on

the order of 400% - 500% more users at reasonable QoS levels. It provides an effective

tool for content placement optimization.

K. Poularakis et al. [17] proposed an optimization framework combining caching

and multicasting techniques in heterogeneous networks. They assume that an end

user can be served either by the MBS or by a covering SBS provided that the latter

has cached the requested content file. Their main idea is to optimize the content

distribution on both MBS and SBS caches so that the chance of multicasting is

utilized and the energy consumption of the entire cell is minimized.

For this model, an important information theoretical work by M.A. Maddah-Ali

and U. Niesen [83] focused on minimizing the backhaul requirement for any random

requests (from a set of known files) of users . They formulated the problem by the

concept of an achievable memory-rate pair (Mc, R). Denote the smallest rate that

(Mc, R) is achievable by R∗ (Mc), which describes the memory-rate trade-off of the

caching problem.

R∗ (Mc) , inf {R : (Mc, R) is achievable} . (1.5)

In their proposed scheme, the files in the library are divided into packets and the

users cache coded subsets of such packets. In the content delivery phase, multicasting

opportunities are created through coding across the required packets. Each user will

be able to resolve its wanted file by combining this multicasted message and its locally

cached coded packets.

Then, assuming that the library size is m and the number of users is K, the

authors provided an achievable rate Rc (Mc) as an upper bound of R∗ (Mc) as follows.

Rc (Mc) = K

(
1− Mc

m

)
· 1

1 + KMc

m

. (1.6)

Their result suggests that by doing so, the number of users K and the size of local

caches Mc can almost linearly contribute to the achievable rate. This scheme is of
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zero outage and all the users can be served by one common message from the server.

However, its required code length is combinatorial with the number of users, which

is prohibitive for networks with many users. Also changing a single file in the library

requires a significant reconfiguration of the user caches, which makes the cache update

very difficult.

Note that given the caching policy and the user demands, the problem of mini-

mizing the load over the shared link is essentially an index coding problem, which is

not covered in this thesis.

Caching in decentralized networks

Consider a network with n wireless nodes, which are uniformly and independently

distributed in a unit square as depicted in Fig. 1.4. Each node has a transmit power

constraint and a local cache size of Mc files. The size of caches in this thesis is

represented by the number of standard files. Without the presence of a centralized

server or BS, communications between nodes are considered in this network. Each

node intends to download its requested file from a library with m files through this

cached random network.

Conventional ad-hoc networks

The capacity scaling law is recognized as a way of studying the fundamental

trade-offs in large wireless networks [84] and has been intensely studied since the

initial work [85] by Gupta and Kumar in 2000. The introduced network model in [85],

which has been widely used, considers n nodes randomly distributed in a unit area and

arbitrarily grouped into source-destination pairs. The scaling law characterizes the

behavior of the capacity of such networks when the number of nodes n becomes large.

The works in [85,86] show that, for such networks, a multihop strategy is capable of

achieving an aggregate throughput scaling of Θ (
√
n). This important scaling result

indicates that the capacity can increase rather than saturate, with the number of

users n. Note that this result is achieved based on a protocol model, where nodes

within a certain distance are able to communicate and only one node is allowed to
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Figure 1.4. A decentralized network model.

transmit at a time within a radius [85]. The protocol model assumes that the signals

received from nodes other than the source are interference and regarded as noise,

which degrades the link performance. Under this assumption, the optimal strategy is

to maximize the number of simultaneous transmissions (spatial reuse) [88].

On the other hand, it has been widely accepted that broadcast and superposition

are two main distinguishing features of wireless medium [87]. Beyond the protocol

model, a physical model was introduced in [88] to take into consideration wireless

channel properties such as pathloss, fading, additive white Gaussian noise (AWGN)

noise and interference. Based on this model, when the network is dense (fixed area

with node density growing), a hierarchical cooperation scheme proposed in [88–90]

achieves a near-linear throughput scaling of Θ (n1−∈) where ∈ can be arbitrarily small.

Furthermore, applying the treating-interference-as-noise (TIN) condition in [91], Hong

and Caire [92] characterized the achievable average per-link rate (not just the scaling

law) for both hierarchical cooperation and multihop schemes. They showed that the

signal-to-noise ratio and the number of hierarchical stages in [88–90] can be optimized,
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and the optimized hierarchical cooperation schemes yield significant rate gains over

multihop strategy, even under realistic network conditions.

Caching networks

A decentralized D2D caching network was first studied by Ji, Caire and Molisch

in [93–95]. The considered caching network consists of n nodes randomly distributed

in a unit area, which is similar to the conventional ad-hoc model. The difference is

that each node in a caching network is equipped with a local cache and requests files

from a library according to a priori popularity distribution.

Note that this setup is also applicable to many network such as mobile edge com-

puting and content delivery networks (CDN) for future communications. For example,

mobile edge computing provides IT and cloud-computing capabilities in close prox-

imity to mobile subscriber. By offloading the computation via wireless access to the

resource-rich cloud infrastructure, mobile cloud computing can augment the capabil-

ities of mobile devices for resource-hungry applications [96]. Since the computation

can only be offloaded after the information is distributed among mobile devices, this

D2D caching network model can be regarded as a preparation step for mobile edge

computing. On the other hand, since CDN is a geographically distributed network of

proxy servers and their data centers, the problem of distributed caching with limited

capacity in a content distribution network is essential in order to distribute service

spatially relative to end-users. The results on D2D caching network can also provide

theoretical support for this important problem in CDN [97].

In [93–95], Ji, Caire and Molisch formulated the problem by using a throughput-

outage trade-off as follows. For a given network and request probability mass function,

an outage-throughput pair (p, t) is achievable if there exists a cache placement scheme

and an admission control and transmission scheduling policy with outage probability

p0 ≤ p and minimum per-user average throughput Tmin ≥ t. The largest per-user

average throughput T ∗ (p) that (p, t) is achievable describes the throughput-outage
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trade-off of the caching problem.

T ∗ (p) , sup {t : (p, t) is achievable} . (1.7)

Then the authors in [93] try to solve following optimization problem:

max
placement/delivery policy

Tmin , subject to p0 ≤ p. (1.8)

The goal of this caching network is to get each node’s request served through D2D

links. Following the protocol model in [85], the network is divided into clusters of

equal size, which is independent of the users’ request and the cache placement. A

user can look for the requested file only inside its own cluster.

They first maximized the probability that any user finds its requested file inside

its own cluster by optimizing the caching distribution for given request probability

mass function. The given solution suggested an interesting water-filling-like caching

placement strategy. Then, with this optimized caching distribution, the corresponding

T ∗ (p) is calculated, which describes the throughput-outage trade-off of D2D caching

schemes.

They showed that for a single-hop cache network, with an optimized caching place-

ment strategy and cluster size, the network throughput scales as Θ
(
nMc

m

)
, growing

linearly with the size of local caches M . This demonstrates that equipping caches is a

cost-effective solution since the cost of providing caches is much lower than providing

bandwidth. This nice scaling is achieved by exploiting spatial reuse of concurrent mul-

tiple short range D2D transmissions allowed by local caches at each node [93]. With

the size of local caches growing, the requested content can be served by a shorter range

D2D transmission and therefore the number of simultaneous active links increases,

improving the network throughput. They later improved this scaling to Θ
(
n
√

Mc

m

)
in [98,99] by adopting the multihop strategy, where nodes get served by multi-relaying

through the network. This even better scaling is achieved by reducing the number of

transmissions within each hopping cell when increasing the size of local cache. With a

larger local cache, the requested content can be served by a shorter range D2D trans-

mission, which reduces the number of data paths within each hopping cell. Assuming
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a constant aggregate achievable rate for one hopping cell, the achievable rate of each

data path is increased, leading to an improved network throughput.

[78] improved the scaling law of the ad hoc networks from Θ
(

1
N

)
(N is the

number of nodes in the network) to Θ (1) by optimizing the content distribution so

that homogeneous opportunistic coordinated multi-point (CoMP) transmissions can

be supported. However, this opportunistic CoMP is available by caching the same

content on different helpers, which actually reduces the cache size for placement. The

trade-off between the opportunistic CoMP gain and the cache size reduction is not

mentioned by the authors.

Motivations

Based on the reviews of existing works, this thesis mainly focus on the decentralized

approach, since it largely counts on the cooperation of end users where an potential

improvement from the distributed MIMO technology and a proper relaying strategy

can be expected. Especially, the key of designing a decentralized scheme is to optimize

the content distribution and transmission scheduling so that 1) the probability that

any user find its requested file in its accessible neighbours is maximized and 2) the

interference of different transmitters is minimized.

Current studies in [93–95, 98, 99] are based on the protocol model in [85]. With

the success of employing the physical model for conventional ad-hoc networks, we are

curious about how the caching network capacity would scale if the physical model is

used and more wireless channel properties are exploited. We notice that the work in

[21] uses the physical model and enlarges the network throughput by employing MDS

codes for the cached content to create cache-induced opportunistic CoMP. However,

we are further interested in whether hierarchical cooperations in caching networks

can achieve a better throughput scaling than the multihop scheme as in conventional

ad-hoc networks. To address these questions, we investigate the caching network

based on the physical model as well as considering hierarchical cooperations.

Another motivation of our work is the concern about the limited cache size in
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practice. We notice that compared with the vast library that users may request, the

local cache size at each node is rather limited in realistic networks. Especially, in a

D2D network, the cache size of a single device cannot be sufficiently large in many

cases. For example, consider the on-demand video streaming case, the file library

could be up to 1000 TB while the available cache size of a user device is usually less

than 1 TB. In addition, users usually are willing to contribute only a small fraction

of their local caches. This conscious motivates us to design a caching scheme for the

small cache case (small Mc

m
), where the network throughput will be poor according

to existing works. Thus, in this paper, our primary focus is on the small cache case

when designing the caching scheme.

A recent work in [100] also investigated the caching network based on hierarchi-

cal cooperations. The authors proposed a hierarchical cache placement method and

employed hierarchical cooperation as a basic transmission unit. Their results showed

that for the “heavy tail” Zipf request distribution, the network performance is similar

with that in multihop schemes if the pathloss factor is no less than three. However,

whether a better caching scaling can be achieved, especially when the cache size is

small, is still unknown. In our work, our focus is not on whether a better throughput

scaling with the size of caches can be achieved. Instead, we mainly investigate if a

good scaling with the number of users can be achieved, even when the cache size is

small compared with the size of library.

1.2.4 D2D Communications in Cellular Networks

D2D communications

The 5G wireless networks are expected to meet the booming data traffic demand

spurred by the popularity of smart phones and electronic tablets, as well as to provide

a better quality of service and the user experience. To this aim, the integration of

D2D communications into a traditional cellular network has been proposed as one

of the promising technologies for 5G networks [22–24, 101]. D2D communications in
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cellular networks are mainly considered for local traffic handling, which enable direct

communications between two mobile users without traversing the BS or core network.

Studies have shown that this hybrid network can significantly increase network SE and

EE, provide low transmission delay and alleviate the core network congestion [22,23].

In a traditional cellular network, all communications must go through the BS even

if both communicating parties are in range for D2D communication. This architec-

ture suits the conventional low data rate mobile services such as voice call and text

message in which users are not usually close enough to have direct communication.

However, mobile users in todays cellular networks use high data rate services (e.g.,

video sharing, gaming, proximity-aware social networking) in which they could poten-

tially be in range for direct communications (i.e., D2D) [101]. In addition, with the

popularity of smart phones, tablets, etc., the D2D communication capability within

the network has increased dramatically compared with a decade ago. Hence, D2D

communications in such scenarios can highly increase the SE of the network. Never-

theless, the advantages of D2D communications are not only limited to enhanced SE,

and this thesis provides a new approach to further make use of D2D communications

by exploiting the diversity gain of a MIMO channel.

D2D communications in cellular networks can take place on the cellular spectrum

(i.e., inband) or unlicensed spectrum (i.e., outband). The majority of current litera-

ture proposes to use the cellular spectrum for both D2D and cellular communications

(i.e., underlay inband D2D). The arising co-channel interference between cellular users

and D2D users is a major issue. Sophisticated resource allocation methods can be

used to alleviate interference and to improve SE and EE, but most of them have high

complexity [102–104]. The orthogonalization of D2D and cellular communications

over the cellular spectrum (i.e., overlay inband D2D) can completely avoid such in-

terference [105] [106], but at the expense of a lower SE improvement as compared to

underlay proposals.

Outband D2D genuinely enjoys interference-free transmissions for cellular and

D2D users, which largely simplifies the user management at the BS [107]. However,
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it has been widely accepted that the traditional D2D technologies are inadequate.

First, the widely known D2D technologies, such as Bluetooth and WiFi, work at the

2.4 GHz unlicensed band. This band is rather crowded and thus the interference is

uncontrollable. In addition, both Bluetooth and WiFi require manual pairing between

two devices, which causes inconvenience in customer experience [108].

A promising technology of the future 5G networks is millimeter wave (mmWave)

communication, providing multi-gigabits-per-second to the end users [8], making them

potentially applicable to D2D communications. More importantly, the interference

problem would be largely alleviated due to the highly directional antennas and large

propagation loss in mmWave communications. In several proposed mmWave D2D

communications, the pairing of D2D devices can be handled by BSs and thus provides

better user experience. For these reasons, this thesis proposes to use mmWave D2D

communications to complement current mircoWave cellular networks.

Cooperative communications

Cooperative communications have been intensively studied in literatures and have

been regarded as a focal technology in the cellular networks today [109] [39]. In

general, D2D communications can be utilized for cooperative communications, e.g.,

packet forwarding and relaying, and their impact is expected to be remarkable [110].

A major application of D2D relaying in cellular networks is multi-hop, which has

been recognized to be capable of reducing transmission power and increasing network

capacity. For example, when the D2D pairs are far away from each other, the direct

link between the users is not good enough for communication and other devices can

then relay signals between the D2D pairs [111]. In [112] [113], multihop has also been

proposed to enhance the cellular transmissions, where the user with a strong channel

can forward the received message from the BS to a weak user via D2D links. This

kind of relaying introduces so-called “hop gain”, which can be seen as a power gain.

Another way of relaying is to exploit the diversity gain through the distributed

multiple-input and multiple-output (MIMO) technology. In [114], the concept of a
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virtual antenna array was proposed, where mobile users are clustered to form a virtual

antenna array which emulates a MIMO device via D2D communications. A similar

concept called “distributed antenna systems” has also gained attentions and has been

shown to be able to cover the dead spots in wireless networks, extend service coverage,

improve spectral efficiency and mitigate interference [115] [116]. Specifically, such a

system architecture can realize the potential diversity gain by sharing antennas across

the different terminals to form a virtual MIMO system [117]. The authors of [107]

proposed a shared user equipment-side distributed antenna system, which utilizes

mmWave D2D links to enable a spatial multiplexing gain for single-antenna end users

to improve the energy efficiency of outdoor-to-indoor communications. Yet, studies

on this direction remains limited.

Most current studies tend to treat the D2D links as ideal high-rate connections

and focus on the allocation of cellular resources [107] [114]. We note that D2D

connections are over wireless medium and D2D channel conditions may widely vary

from one link to another due to fading and path loss, resulting in different D2D link

capacities. In addition, different standby users may make different contributions to

the rate of the destination users due to independent cellular channel realizations.

Based on the above considerations, the following questions arises i) which standby

users should be enabled, and ii) how many D2D resources should be allocated to

different standby users. These questions have been dealt with in [106]. However,

their proposed algorithm is based on a multi-hop D2D-cellular scheme.

For a MIMO relay scheme, the joint optimization of the MIMO transmission and

relaying strategies is a difficult task, because the information theoretical capacity

of the relay channel is still an open problem [118]. The authors of [119] consider

the scenario of a single cellular user with a single multi-antenna relay and then ad-

dress the problem of jointly optimizing the transmit covariance and quantization

noise covariance matrix. Their results confirm that optimized relaying can lead to

significant throughput improvement. In order to simplify cooperative transmissions

and reduce complexity at each relay (standby user), it is desirable to perform inde-
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pendent individual quantization at multiple single-antenna relays, which is different

from the joint quantization at a single multi-antenna relay in [119]. Besides, indi-

vidual relay-destination capacity constraints need to be considered instead of a sum

relay-destination capacity constraint. In addition, using the sum rate of multi-cell

cellular users as the performance merit instead of a single user rate is of more prac-

tical meaning. These considerations impose new challenges in the joint optimizing

MIMO transmission and relaying.

Motivations

Most current works are dedicated to increasing the SE and EE from the resource

utility point of view, instead of improving the cellular user performance. A typical

scenario under the current D2D-cellular framework is that of two user terminals who

communicate with each other directly through D2D links. But this is not the only

scenario where D2D communication is useful. In this thesis, we make an observation

that with a large number of end-users in the network, there are numerous devices

possessing D2D communication capabilities, but do not have a need of performing

communications at any given time. We refer to the users who do not request cellular

connections or D2D communications as standby users. Our idea here is to make

use of the D2D capability of these standby users to improve the active cellular user

performance. Since we only use standby users without D2D communication demand,

our proposal can be applied on top of current D2D framework in a dense cellular

network.

Classic communication theory has revealed great benefits of equipping multiple

antennas on users in wireless channels [120]. Especially, the multiple antennas are

able to enhance the capability of encountering inter-cell interferences, which accounts

for the main cause of rate degradation in dense cellular networks. However, with the

size limit of user equipment, it is difficult to equip the end users with many antennas

in the current micro-wave cellular system and for this reason, comparative studies on

the benefit of user side MIMO are limited. For example, in a multi-cell interfering
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broadcast channel, with multiple antennas at end-users, how many users should be

scheduled as a function of transmit antennas at BS? How much performance gain can

be obtained in practical systems? These questions have not yet been answered to the

best of our knowledge. With the virtual antenna array formed via D2D links, multiple

antennas at end-users in micro-wave cellular system becomes a real possibility. This

thesis examines these questions and quantifies the benefits of the proposed scheme.

1.3 Contributions and Organization of the Thesis

Chapters 1 provides background information of my thesis work. In the following,

Chapters 2 - 4 will present my novel research results on the advanced MIMO tech-

nology for future wireless networks.

1.3.1 Contributions of Chapter 2

The work on MIMO PNC for TWRCs and MWRCs is presented in Chapter 2. As

discussed in Section 1.2.2, when considering MIMO PNC for TWRCs or MWRCs,

since each user is transmitting in a spatial multiplexing way to achieve the full MIMO

capacity, at the relay, each information stream will experience interference from the

other user, on top of interference from the other streams of the same user. This

characteristic brings new challenges for a MIMO PNC scheme such as how to re-

construct multiple NC messages at the relay so that the MIMO capacity of the single

user-to-relay transmission can be retained or not degraded from the other user’s

concurrent transmission, and also the multiple data streams can be recovered at the

destination. This thesis tackles this problem and presents an analytical error rate

performance expression for the proposed PNC method.

The contributions of this work are summarized as follows.

• A new linear vector PNC scheme for spatial multiplexing MIMO TWRC with-

out CSIT is proposed. With M antennas at each user and N antennas at the
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relay, each user transmits M independent QAM signal streams, and the two

users transmit simultaneously. Based on the receiver-side CSI, the relay se-

lects a generator matrix that contains M coefficient vectors for linear network

coding. Given the received signal vector,the relay then jointly reconstructs the

associated M linear combinations of all messages (from all antennas of both

users), w.r.t. the selected NC generator matrix. In the downlink phase, the

resultant linear message-combinations are forwarded to the users. Each user

then recovers the other users M messages. Our proposed scheme inherits the

notion of linear PNC in [43, 56, 57], and is different from [44] which considered

non-linear PNC and phase shift keying (PSK) modulations.

• An explicit solution for the NC generator matrix that minimizes the error prob-

ability of the scheme at a high SNR is presented. Insights on the NC generator

matrix design are obtained from our derived optimized solution. In particular,

our result shows that the optimized generator matrix spans a linear subspace

that is orthogonal to a set of difference vectors. These difference vectors yield

the so-called “minimum distance shortening” events specified in [12] (or “sin-

gular fade subspace” in [44]). We also present an efficient method for finding

such an optimized solution based on the list sphere decoding algorithm.

• A closed-form expression on the average error probability of the proposed scheme

over a Rayleigh fading MIMO TWRC is derived. Our analytical result shows

that, as SNR tends to infinity, the average error probability of our proposed

scheme approaches that of a single-user lower bound. This demonstrates the

asymptotically optimal error probability performance of the proposed scheme.

In particular, our proof is based on a new typical error event analysis that

exploits a novel characterization of artificial deep-fade events that lead to the

minimum distance shortening effect.

• Numerical results show that, for Rayleigh fading channel, the proposed scheme

significantly outperforms conventional PNC schemes for a wide range of an-
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tenna configurations and various QAM modulations. For example, for a MIMO

TWRC where each node has two antennas, the proposed scheme offers a 4.5 dB

improvement over the benchmark scheme. It is demonstrated that our derived

closed-form analytical result matches well with the numerical result.

• A PNC scheme for a Y-channel model without CSIT is proposed. Under a

multi-antenna relay setup, we present an explicit solution for NC generator ma-

trices that minimize the NC error probability at a high SNR. We also provide

and prove an approximation of the average NC error probability for the pro-

posed scheme at a high SNR. In addition, the case of a single-antenna relay

with multiple time-slots is discussed and different transmission strategies are

compared through numerical results.

These results have been published on one journal paper [121] and two conference

papers [122,123], and have been submitted to one journal paper.

• Jiajia Guo, Tao Yang, Jinhong Yuan and Jian A. Zhang, “Linear Vector

Physical-layer Network Coding for MIMO Two-Way Relay Channels: Design

and Performance Analysis,” IEEE Transactions on Communications, vol. 63,

no. 7, pp. 2591-2604, July 2015.

• Jiajia Guo, Tao Yang, Jinhong Yuan and Jian A. Zhang, “Linear Physical-

layer Network Coding for the Fading Y-channel without Transmitter Channel

State Information,” IEEE VTC 2016 Fall.

• Jiajia Guo, Tao Yang, Jinhong Yuan and Jian A. Zhang, “Design of Linear

Physical-layer Network Coding for MIMO Two-way Relay Channels without

Transmitter CSI,” IEEE WCNC 2015.

• Jiajia Guo, Tao Yang, Jinhong Yuan and Jian A. Zhang, “A Novel Lin-

ear Physical-layer Network Coding Scheme for Y-channel without Transmitter

CSI,” submitted to IEEE Transactions on Vehicle Technology, 2017.
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1.3.2 Contributions of Chapter 3

The work on the scaling law of the wireless D2D caching network is presented in

Chapter 3, as discussed in Section 1.2.3. For a cached D2D network, most works

focused on exploiting spatial reuse of concurrent multiple short range D2D transmis-

sions. With the size of local caches growing, the requested content can be served by

a shorter range D2D transmission and therefore the number of simultaneous trans-

missions increases. However, the spatial degrees of freedom in a MIMO transmission

are not exploited in these works. The question of how the caching network capacity

would scale by exploiting spatial degrees of freedom is not answered so far, and is

thoroughly studied in this thesis. Moreover, compared with the vast library that

users may request, the local cache size is rather limited in realistic networks. This

conscious also motivates us to design a caching scheme for the small cache case.

The contributions of this work are summarized as follows.

• A new caching scheme employing distributed MIMO and hierarchical coopera-

tions is proposed for a D2D caching network. Different from the protocol model

widely used in D2D literatures [80,81,93–95,98], our proposed scheme is based

on the physical model [88–90] considering wireless channel properties such as

pathloss and interference. The distributed MIMO technology is used in the

cache delivery phase utilizing the “overheard” signals introduced by the physi-

cal model. This is different from most D2D works [80,81,93–95,98] considering

only intra-cluster or short-range communications. Hierarchical cooperations

are used to facilitate the transmissions between neighbours and the destination

node. This design exploits spatial degrees of freedom in addition to spatial

reuse.

• A random independent caching placement strategy is proposed to serve the

proposed caching delivery, and an asymptotic expression of the cache-hit prob-

ability is derived. In the proposed design, the files in the library are divided

into packets and each node randomly caches uncoded packets from different
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files, which lays a foundation for employing the distributed MIMO technique

in the caching delivery phase. The asymptotic cache-hit probability is derived

by transforming the cache placement into a special type of the Coupon Collec-

tors problem in probability theory. This novel transformation provides a new

perspective of examining the cache placement for caching networks.

• The throughput scaling law for the proposed scheme is derived. Our analy-

sis shows that the average aggregate throughput of the network scales almost

linearly with the number of nodes n, which outperforms the current scaling

when the local cache size is small. We also prove that the outage probability

approaches zero as n goes sufficiently large.

• An explicit expression of the optimal throughput as a function of system pa-

rameters such as pathloss factor under a target outage probability is derived.

Our results show that there are two fundamental trade-offs in the network: the

multiplexing-backhaul trade-off and the throughput outage trade-off, which de-

termine the network throughput. We also show that one of the trade-offs is

dominant, depending on the values of system parameters. Numerical results

show that the throughput of the network is mainly limited by the multiplexing-

backhaul trade-off under realistic parameters and our proposed scheme outper-

forms typical existing schemes when the local cache size is limited.

These results have been published on one journal paper [124] and one conference

paper [125].

• Jiajia Guo, J. Yuan and Jian A. Zhang, “The Throughput Scaling Law of

Wireless Device-to-device Caching Networks with Distributed MIMO and Hier-

archical Cooperations,” IEEE Transactions on Wireless Communications, vol.

17, no. 1, pp. 492-505, Jan. 2018.

• Jiajia Guo, J. Yuan and Jian A. Zhang, “Wireless Device-to-device Caching
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Networks with Distributed MIMO and Hierarchical Cooperations,” IEEE Globe-

Com 2017.

1.3.3 Contributions of Chapter 4

The work on the D2D communications in cellular networks is presented in Chapter

4. As discussed in Section 1.2.4, when integrating D2D communications into cellular

networks, most of existing works proposed using the D2D link as a multi-hop relay.

This thesis proposes to use D2D communications to realize the diversity gain of MIMO

channels, therefore enhancing the capability of encountering the inter-cell interference.

The corresponding D2D multiple access and resource allocation problems are also

addressed in this thesis.

The contributions of this work are summarized as follows.

• A hybrid D2D-cellular scheme applying the distributed MIMO technology is

proposed to assist the cellular communications in 5G networks. With a user-

clustering strategy, the active cellular user and its nearby standby users form

a cluster. A MIMO channel is then emulated through D2D links from the

BS to the cluster, providing diversity gain for single-antenna end users. This

enhances the capability of inter-cell interference mitigation at end users, and

thus improves the rate performance, especially for cell-edge users.

• Millimetre wave (mmWave) communications for D2D links are employed to

avoid interference from cellular transmissions. We then propose an orthogonal

D2D multiple access protocol to manage D2D interferences. The proposed pro-

tocol consists of time-division multiple access (TDMA) within one cluster and

frequency division multiple access (FDMA) among different clusters, making

use of the ample bandwidth provided by the mmWave communications.

• A joint optimization problem of maximizing the sum-rate over cellular trans-

mit beamformers, cluster receive beamformers and D2D resource allocations is
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formulated for downlink transmissions of our proposed scheme. We obtain a

closed-form solution for the D2D resource allocation problem, thereby quanti-

tatively revealing the impacts of cellular signal strength and D2D link quality

at each standby user for practical system design.

• Extensive system-level simulations are performed to demonstrate the effective-

ness of the proposed scheme. Up to 2.5x improvement in terms of the cell edge

user rate is observed when each cellular user is helped by 9 standby users. The

comparison with equal resource allocation and our proposed algorithm confirms

the necessity and advantages of optimizing the D2D resource allocation in our

proposed scheme. In addition, we observe that fully loading the BSs is al-

ways the optimal strategy when the number of standby users exceeds a certain

threshold, which is a useful insight for system design.

These results have been submitted to an IEEE Transaction journal.

• Jiajia Guo, W. Yu and J. Yuan, “Enhancing Cellular Performance through

Device-to-Device Distributed MIMO, ” submitted to IEEE Transactions on

Wireless Communications, 2017.

Each chapter is affiliated with an appendix containing detailed proofs and deriva-

tions if applicable. In the end, Chapter 5 summarizes the works presented in this

thesis and provides concluding remarks.
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Chapter 2

Physical-layer Network Coding for

MIMO Multi-way Relay Channel

2.1 Introduction

In this chapter, we first propose a new linear vector PNC scheme for spatial MIMO

TWRCs where the CSI is not available at the transmitters.

In this scheme, each user transmits M independent quadrature amplitude mod-

ulation signal streams respectively from its M antennas to the relay. Based on the

receiver-side CSI, the relay determines a NC generator matrix for linear vector net-

work coding, and reconstructs the associated M linear combinations of all messages.

We present an explicit solution for the generator matrix that minimizes the error

probability at a high SNR, as well as an efficient algorithm to find the optimized

solution.

We propose a novel typical error event analysis that exploits a new characterization

of the deep fade events for the TWRC. We derive a new closed-form expression for

the average error probability of the proposed scheme over a Rayleigh fading MIMO

TWRC. Our analysis shows that the proposed scheme achieves the optimal error

rate performance at a high SNR. Numerical results show that the proposed scheme

35
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Figure 2.1. System model for MIMO TWRCs.

signicantly outperforms existing schemes, and match well with our analytical results.

Last but not least, for a typical MWRC model, the Y-channel, the case of a

multiple-antenna relay with one time-slot and the case of a single-antenna relay with

multiple time-slots are designed and discussed respectively.

This chapter is organized as follows. First, Section 2.2 - 2.6 present the proposed

MIMO PNC work for TWRCs. Then, Section 2.7 extends the idea of the linear PNC

to MWRCs, especially the Y-channel. Last, Section 2.8 concludes this chapter and

detailed derivations are provided in Section 2.9.

2.2 The MIMO TWRC System Model

Consider a MIMO TWRC where user A and user B exchange messages via a relay

node as shown in Fig. 2.8. Each user has M antennas and the relay has N antennas.

Each round of information exchange runs in two equal-duration time-slots as in the

standard protocol of PNC. We refer to these two time-slots as the uplink phase and

the downlink phase.

2.2.1 Uplink Phase

In the uplink phase, both users transmit signals simultaneously to the relay with

spatial multiplexing mode.

For the ease of presentation, we first present a real-valued system model, i.e., the

transmitted signals and channel coefficients are real-valued. Later we will show that

a complex-valued model can be easily transformed into a real-valued model.
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Consider an un-channel-coded real-valued MIMO TWRC model. Denote the sig-

nals from user k, k ∈ {A,B}, by a length-M signal vector xk with average energy

normalized to one. The fading channel coefficients between user k and the relay are

denoted by a matrix Hk, whose (n,m)th element is the channel coefficient from the

mth antenna of user k to the nth antenna of the relay, n ∈ {1, ···, N}, m ∈ {1, ···,M}.

The received signal vector at the relay, denoted by y, is

y =
√
EsHAxA +

√
EsHBxB + z. (2.1)

where Es is the average transmitted power per symbol vector, and z is the AWGN

vector at the relay whose entries are i.i.d. with zero mean and variance σ2
z. The SNR

is defined as ρ = Es/σ
2
z.

Remark 1 (Degree of CSI). In this section, we assume that CSI is not available at

the transmitters, and is perfectly known at the intended receivers. This applies to

practical scenarios where there is no feedback from the receiver to the transmitter or

the channel reciprocity does not hold.

In practical systems, the transmitted signals and channel coefficients are both

complex-valued. Here we consider a complex-valued MIMO TWRC model. For the

uplink phase, let x̃k, H̃k, ỹ and z̃ denote the complex-valued transmitted signal vector,

channel coefficient matrix, received signal vector and noise vector, respectively. The

complex-valued model is represented as

ỹ =
√
EsH̃Ax̃A +

√
EsH̃Bx̃B + z̃. (2.2)

It is well known that the above N × M complex-valued model is equivalent to

the following 2N ×2M real-valued model Re(ỹ)

Im(ỹ)

 =
√
Es

 Re(H̃A) − Im(H̃A)

Im(H̃A) Re(H̃A)

 Re(x̃A)

Im(x̃A)


+
√
Es

 Re(H̃B) − Im(H̃B)

Im(H̃B) Re(H̃B)

 Re(x̃B)

Im(x̃B)

+

 Re(z̃)

Im(z̃)

 . (2.3)
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Throughout the section, we will use the real-valued model in (2.1) for the design

and analysis of a complex-valued MIMO TWRC.

2.2.2 Downlink Phase

Upon receiving y, the relay generates a signal vector xR which contains some function

of the two users’ signals, denoted by

xR = f (xA,xB) . (2.4)

This signal vector is then broadcasted to the two users. Here, note that f(·) could be

some linear functions [56] or non-linear functions [12] [44] of the two users’ messages.

In this section, we focus on linear functions due to its low computational complexity

and scalability as we will see later.

In the downlink phase, upon receiving xR, each user extracts the other user’s

message with the help of the perfect knowledge of its own message. This finishes one

round of message exchange.

Let x̂k, k ∈ {A,B}, be the recovered messages. An error is declared if x̂k 6= xk.

This section is primarily concerned with the design of the relay function f(·) such

that the error probability Pr(x̂k 6= xk), k ∈ {A,B} , is minimized. A more rigorous

problem formulation will be given in (2.65) in Section 2.3.

2.3 Proposed Linear Vector PNC for MIMO TWRC

In this section, we propose a new linear vector PNC scheme for the MIMO TWRC.

We focus on the setup of M ≤ N . Our proposed scheme and results can be extended

to the case of M > N by incorporating with space-time coding1.

1When M > N , each user will transmit N independent message streams via M antennas. In this

case, space-time coding will be used to code the N messages over M transmit antennas.
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2.3.1 Uplink Phase

Denote user k’s messages by a length-M vector wk, k ∈ {A,B}. The entries of wk

are i.i.d. and are uniformly drawn from an finite integer set {0, 1, · · · , q − 1}.

Using pulse amplitude modulation, user k-th transmitted message vector wk is

one-to-one mapped to a modulated symbol vector xk by

xk =
1

γ

[(
wk −

q − 1

2

)]
(2.5)

where γ is a normalization factor which ensures that E (‖x2
k‖) = 1. In the uplink

phase, user A and B transmit xA and xB simultaneously. The relay receives a signal

vector y as given in (2.1).

2.3.2 Linear Network Coding

Let

w , [(wA)T , (wB)T ]T , (2.6)

which collects the transmitted messages of all antennas of both users. A linear com-

bination of the transmitted messages in a size-q finite integer set is represented by a

scalar u as below:

u = gT ⊗w (2.7)

where g specifies the coefficients of the linear combination whose elements belongs to

{0, 1, · · · , q − 1} and ⊗ represents the matrix product in {0, 1, · · · , q − 1}, i.e.,

gT ⊗w , mod(gTw, q). (2.8)

In the following, we refer to g as a NC coefficient vector. In this section, we focus on

the case where q is a prime number. Note that the finite integer set becomes a finite

field under the modulo-q operation when q is a prime number.

In the scheme for a SISO TWRC [43], the relay only need to construct one linear

combination of the two user’s messages. In the MIMO two-way relay system consid-

ered in this section, each user transmits M independent messages. Thus, a scalar of
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single linear combination of all users’ message is not sufficient for the users to recover

their desired M messages. Therefore, the relay needs to construct and forward a

vector of multiple message-combinations, subject to a certain rank constraint. The

details are described below.

Let g1,g2, · · · ,gM denote M NC coefficient vectors. The associated vector of M

linear message-combinations is denoted by

u = [gT1 ⊗w,gT2 ⊗w, · · · ,gTM ⊗w]T = GT ⊗w. (2.9)

We refer to the vector u as a linear NC codeword and G = [g1,g2, · · · ,gM ] as an NC

generator matrix. We emphasize that G must satisfy the following condition.

Condition 2.1. Let G =

 GA

GB

 where each of GA and GB is an M ×M matrix.

The matrices GA and GB are both of full rank M .

For the ease of presentation, we say that a size 2M -by-M matrix G is block-wise

full rank if G satisfies Condition 2.1.

Explanation: Condition 2.1 is necessary to guarantee that with the NC generator

matrix G, each user is able to recover the other users’ messages from all M antennas.

It is clear that user A is not able to recover user B’s messages of all M antennas if

GB is not of rank M .

2.3.3 Relay’s Operation

The operation at the relay for a given channel realization is described as below and

is depicted in Fig. 2.2.

Step 1: Based on the receiver-side CSI on HA,HB, the relay selects an NC gen-

erator matrix G subject to Condition 2.1;

Step 2: Given the N -dimension received signal y in (2.1), the relay attempts to

re-construct the linear NC codeword u in (2.9) w.r.t. to the selected NC generator

matrix G. Denote the decision by û.

Step 3: The relay modulates û and broadcasts it to both users.
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Figure 2.2. Block diagram of the proposed linear vector PNC scheme.

Remark 2.1. There are various linear NC generator matrices satisfying Condition

2.1. It is important to note that the selection of the NC generator matrix G in Step

1 is critical for the error probability performance. Let u 6= û be referred to as an

NC error. We will see later that the NC error probability is determined by the choice

of the NC generator matrix. The optimal G matrix that minimizes the NC error

probability will be studied in Section 2.4.

Remark 2.2. In practice, since G only needs to be selected once for each channel

realization, the resultant overhead is negligible for a slow fading channel of a rea-

sonably large channel coherence time. We assume that the selected G is delivered to

the two users via two reliable links. This can be done by including the index of the

NC generator matrix G in the overhead of the downlink transmission. The resultant

overhead is very minor for a slow fading channel.

Note that our proposed scheme is different from those in [16,46,50], where the CSI

is assumed to be known to all transmitters and joint precoding is employed to align

the signal directions of the two users. In these schemes, the strict signal direction

alignment requires very accurate CSI feedback from the relay and it is very difficult
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to realize in practice due to the CPO. In addition, the delivering of the continuous-

valued full CSI from the relay to the users requires a much larger overhead than that

in our proposed scheme, which only sends the index of the NC generator matrix.

2.3.4 Downlink Phase

Let the NC codeword in (2.9) be re-written as

u = GA⊗wA ⊕GB ⊗wB. (2.10)

Suppose that u is correctly delivered to the two users. User A first removes its own

messages wA from u, and obtains the resultant message vector

u	 (GA⊗wA) = GB⊗wB,

which forms M linear equations for wB. Recall that GB is of full rank from Condition

2.1. By solving the linear equations, user A can recover the desired messages from

user B. Meanwhile, user B recovers its desired message wA in a similar way.

In this section we mainly consider the uplink transmission phase and the rea-

sons are as follows. First, as we will see later, the error performance in the uplink

phase is primarily subject to the design of the generator matrix, and is different

from the traditional point-to-point communication, while the error performance in

the downlink phase is a standard point-to-point communication. From the PNC de-

sign point of view, we are most interested in the error performance at the relay in

the uplink phase. Second, the error performance of the downlink phase remains the

same for any generator matrix selected at the relay. This is because in our proposed

scheme, the generated NC codewords have entries that are uniformly distributed in

{0, 1, · · · , q − 1}, regardless of the selection of the generator matrix.
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2.4 Asymptotically Optimal Design of the Proposed

Linear Vector PNC Scheme

In this section, we investigate the optimal design of the proposed linear vector PNC

scheme for a MIMO TWRC. Specifically, for any given channel realization, we will

present an explicit expression for the NC generator matrix G that minimizes the NC

error probability at a high SNR.

We note that the method provided for the SISO case in [43] cannot be directly

used in the MIMO case due to multi-stream and multi-user interference. The main

challenge of finding the optimized NC generator matrix G for the MIMO scenario lies

in characterizing the superposition of the 2M signals (from all antennas of the two

users) in an N -dimension signal space. Therefore, we first present some preliminaries.

2.4.1 Preliminaries

Re-construction of the NC codeword u

Consider a given channel realization of HA and HB. Define

ws , HAwA + HBwB, (2.11)

which is referred to as a superimposed (SI) symbol vector.2

Let the set

Ws= {ws : ws = HAwA + HBwB} (2.12)

collects all possible SI symbol vectors. The cardinality of the set is q2M with proba-

bility one.

For a given NC generator G, we define the following set

W(G)
s (u) ,

 ws :
ws = HAwA + HBwB

GT ⊗w = u

 , (2.13)

2Recall that wm and xm, m ∈ {A,B} are one-to-one mapped. Therefore, we can use either wm

or xm. For simplicity, we just use wm here.
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where w =
[
wT
A,w

T
B

]T
. Here, W(G)

s (u) collects all the SI symbol vectors whose

underlying NC codewords are identical and equal to u. Clearly we have

Ws=
{
W(G)

s (u), ∀ u ∈{0, 1, · · · , q − 1}M
}
. (2.14)

Here, (2.14) can be viewed as a partition of all q2M SI symbol vectors into qM sets,

where each set corresponds to a specific NC codeword.

For a given generator matrix G, the maximum likelihood decoding rule for decid-

ing û is:

û = arg max
u

Pr
(
y|W(G)

s (u)
)

= arg max
u

∑
ws∈W(G)

s (u)

Pr (y|ws)

Conventional Distance Spectrum

Denote the squared Euclidean distance between any two SI symbol vectors ws and

w′s by

d(ws,w
′
s) = ‖ws −w′s‖

2
. (2.15)

The minimum distance between any two SI symbol vectors is given by

d1 = min
ws,w′s∈Ws,ws 6=w′s

d(ws,w
′
s), (2.16)

Similarly, denote the ith smallest distance by di. Also, let A(di) denote the number

of neighbours with distance di, i.e., the multiplicity w.r.t. the di events. Define

A , {A(d1), · · ·, A(di), · · ·} . (2.17)

We refer to A as the conventional distance spectrum of SI symbol vectors. Note

that this is the distance spectrum if the relay attempts to distinguish all individual

messages from users A and B as in complete decoding scheme.

NC Set-distance Spectrum

In light of the spirit of PNC, the relay does not need to distinguish all individual

messages of both users. Instead, the relay only needs to distinguish the SI symbol
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vectors whose underlying NC codewords are different. Recall the notation of di in

conventional distance spectrum. Only the di events in which the SI symbol vectors

correspond to different NC codewords, will contribute to the NC error probability.

In this case, using the conventional distance spectrum is not appropriate any more.

Here, we introduce new definitions as follows.

Definition 2.1 (NC set-distance spectrum). For a given G, define

A(G)(di) ,
∣∣{ws,w

′
s : d (ws,w

′
s) = di,ws ∈ W(G)

s (u),w′s ∈ W(G)
s (u′),u 6= u′

}∣∣ .
(2.18)

Here, A(G)(di) is the number of events that the squared Euclidean distance of two SI

symbol vectors, with different underlying NC codewords, is equal to di. Let

A(G) ,
{
A(G)(d1), A(G)(d2), · · ·

}
, (2.19)

which is referred to as the NC set-distance spectrum.

Property 2.1. With a certain NC generator matrix G, some SI symbol vectors are

clustered into one NC set W(G)
s (u). Therefore, some elements in conventional dis-

tance spectrum will become zero in the NC set-distance spectrum.

Remark 2.3. It is clear that the error probability of the proposed linear vector PNC

scheme is determined by the NC set-distance spectrum in (2.19) rather than the con-

ventional distance spectrum in (2.17).

In particular, the distance w.r.t. the first non-zero term in the NC set-distance

spectrum is the minimum distance between SI symbol vectors w.r.t. different NC

codewords. We refer to this distance as minimum set-distance, defined as follows.

Definition 2.2 (Minimum set-distance). For a given G, the minimum set-distance

(MSD) is defined as

dMSD , di∗, where i∗ = arg min
A(G)(di)6=0

i. (2.20)

This is an important concept that we will use in the following of the section.
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Error Probability

The pair-wise error probability of confusing u with an erroneous one u′ is

Pe (u→ u′) =
∑

ws∈WG
s (u)

w′s∈WG
s (u′)

u6=u′

Pe (ws → w′s) =
∑

ws∈WG
s (u)

w′s∈WG
s (u′)

u6=u′

Q

(√
ρ

2γ2
d(ws,w′s)

)
.

Thus, the NC error probability of the proposed scheme, averaged over all NC

codewords u, can be upper bounded by

Pe≤
∑
u

p(u)P e(u)

=
∑
u

1

qM

∑
u′

Pe(u→ u′)

=
1

qM

∑
u

∑
u′

∑
ws∈WG

s (u)

w′s∈WG
s (u′)

u6=u′

Q

(√
ρ

2γ2
d(ws,w′s)

)
(2.21)

where we have utilized the union bound [7] and the fact that p(u) = 1/qM . Using the

NC set-distance spectrum described in Definition 2.1, (2.21) can be further written

as

Pe ≤
1

qM

(
A(G)(d1)Q

( √
ρ

2γ2
d1

)
+ A(G)(d2)Q

( √
ρ

2γ2
d2

)
+ · · ·

)
. (2.22)

As ρ→∞ and q <∞ , due to the approximate exponential feature of Q-function,

Pe will be dominated by the first non-zero term in the NC set-distance spectrum, i.e.,

the MSD and its multiplicity. Then, as ρ→∞, the error probability Pe becomes

Pe /
A(G)(dMSD)

qM
Q

( √
ρ

2γ2
dMSD

)
. (2.23)

2.4.2 Design Problem Formulation

For given channel realizations of HA and HB, the conventional distance spectrum

of SI symbol vectors is determined. From Property 2.1, we know that in NC set-

distance spectrum, some elements A(G)(di) are zero. Moreover, different NC generator
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matrices will result in different zero elements in the NC set-distance spectrum, which

lead to different NC error probability. The optimal matrix G that minimizes the

error probability in (2.22) can be formulated as

Gopt= arg min
G

Pe , s.t. Condition 2.1 (2.24)

From (2.23), an optimized linear vector PNC scheme should make the MSD as

large as possible. The problem (2.24) then becomes

Gopt= arg max
G

dMSD, (2.25)

subject to Condition 2.1. The remainder of this section is devoted to finding the

solution to this problem.

2.4.3 Solution to the Problem in (2.25)

Let δA = wA −w′A, δB = wB −w′B, and

δ ,
[
δTA, δ

T
B

]T
. (2.26)

We refer to δ as the difference vector (DV) of ws and w′s. Then, the squared Euclidean

distance between two SI symbol vectors ws and w′s, ws 6= w′s, is

d(ws,w
′
s) = ‖HA(wA −w′A) + HB(wB −w′B)‖2

=
∥∥∥[HA,HB]

[
δTA, δ

T
B

]T∥∥∥2

= ‖[HA,HB]δ‖2 . (2.27)

Note that since ws 6= w′s, the DV vector belongs to {1− q, · · · , 0, · · · , q − 1}2M and

‖δ‖ 6= 0.

Recall the conventional distance spectrum, and denote the DV corresponding to

di by

δi,arg
δ

(
‖[HA,HB]δ‖2 = di

)
. (2.28)

We are now ready to present explicit solution to (2.25), which solves (2.24) at a

high SNR.
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Theorem 2.1. As ρ→∞, the NC generator matrix G that minimizes the NC error

probability satisfies

GT⊗P = 0 (2.29)

where

P = mod([δi1 , · · · , δiM ] , q) (2.30)

and i1, · · ·, iM are the first M indices such that P is of column rank M and is

block-wise full rank in the finite field.

Remark 2.4. We can view the P matrix composed by the M DVs (after modulo-q

operation) as a parity-check matrix w.r.t. the NC generator matrix G. We note that,

with (2.29), it can be shown that G is block-wise full rank if and only if P is block-wise

full rank. Thus, Condition 2.1 is automatically met.

Proof. In general, there exists only one vector δ1 that corresponds to the distance

d1. (Here, δ1 and −δ1 are viewed as the same vector.). Using the distance clustering

method in [43], a matrix G satisfying

mod(GT ⊗ (w ± δ1), q) = mod(GT ⊗w, q), (2.31)

or equivalently

GT⊗δ1 = 0 (2.32)

leads to A(G)(d1) = 0. In other words, if (2.32) is met, any two SI symbol vectors

with distance d1 are clustered into the same NC set W(G)
s (u). Therefore, the element

A(G)(d1) in the NC set-distance spectrum A(G) becomes zero. Then, the minimum

set-distance satisfies dMSD > d1. On the other hand, it can be shown that any choice

of G matrix which does not satisfy (2.29) will lead to A(G)(d1) 6= 0, and its dMSD

strictly equals to d1.

Next, consider that [p1, · · · ,pM ] = mod([δ1, · · · , δM ] , q) happens to be full rank

and satisfy the block-wise full rank condition. Then, by letting

GT⊗pi = 0, i = 1, · · ·,M, (2.33)
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it is guaranteed that A(G)(di) = 0 for i = 1, · · ·,M and thus the minimum set-distance

satisfies dMSD > dM . Also, the resultant G from (2.33) is block-wise full rank as P

is block-wise full rank, and Condition 2.1 is met.

Let us now consider the case that [p1, · · · ,pM ] = mod([δ1, · · · , δM ] , q) is full rank

but is not block-wise full rank. It can be shown that, in this case, there does not

exist a G matrix that satisfies (2.33) while being block-wise full rank. Thus, it is

required to choose the M DVs such that they are collectively full rank and block-wise

full rank after modulo-q operation, while the corresponding distances are as small

as possible. Let such DVs be denoted by a matrix P after the modulo-q operation.

Such a matrix P is specified in the line below (2.30). Denote the smallest distance

whose corresponding DV results in the block-wise full rank condition doesn’t hold by

d
f
, where f = arg min

im 6=i
m. Then the MSD satisfies dMSD > df . In addition, it can be

shown that the minimum set-distance with other choice of P is not greater than d
f
.

This finishes the proof.

2.4.4 Low-complexity Implementation of (2.30)

In the preceding subsection, we have derived a solution to the optimized linear vector

PNC scheme at a high SNR. The majority of the computational complexity lies in

finding the P matrix. To arrive at the solution in Theorem 2.1, we need to find the

DVs δi1 , · · · , δiM , that lead to the first several smallest distance events ‖[HA,HB]δ‖2.

We call these DVs the candidate list. The computational complexity for this will

increase with the number of antennas. In this part, we investigate how to efficiently

find the solution in (2.30) based on a list sphere decoding (LSD) algorithm.

The LSD algorithm has been applied for MIMO detection in many literatures

[126, 127]. The sphere decoder avoids an exhaustive search and examines only the

points that lie inside a sphere, whose radius r is chosen to be large enough to contain

the solution. We next present the LSD algorithm can be used to find this candidate

list with significantly reduced searches.
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Here, we attempt to find

‖[HA,HB]δ‖2 ≤ r2. (2.34)

With a proper choice of r, we can obtain a list of multiple candidates through a single

search instead of exhaustive search of each individual candidate for multiple times.

Let [HA,HB] = QR where Q is a unitary matrix and R is an N × 2M upper

triangular matrix. We have

‖[HA,HB]δ‖2 = ‖Rδ‖2 = δTRTRδ. (2.35)

Recall the setup of M ≤ N , the LSD algorithm is conducted for the following two

cases.

Case 1: M ≤ N ≤ 2M

The upper triangular matrix R will consist of an N × N left upper triangular

matrix and an N × (2M −N) right non-zero matrix. Then, (2.34) can be rewritten

as

δTRTRδ=
N∑
i=1

(
riiδi +

2M∑
j=i+1

rijδj

)2

≤ r2 (2.36)

where rij is the (i, j)th entry of matrix R. Each term in the summation over i in

(2.36) is nonnegative.

We start with finding candidates for δN , ..., δ2M . s.t.(
2M∑
j=N

rNjδj

)2

≤ r2 (2.37)

Then, starting with i = N and i = N − 1, and disregarding the terms in i =

1, ..., N − 2, we get(
2M∑
j=N

rN,jδj

)2

+

(
rN−1,N−1wN−1 +

2M∑
j=N

rNjδj

)2

≤ r2 (2.38)

or

−

√√√√r2 −

(
2M∑
j=N

rN,jδj

)2

−
2M∑
j=N

rNjδj

rN−1,N−1

≤ wN−1 ≤

√√√√r2 −

(
2M∑
j=N

rN,jδj

)2

−
2M∑
j=N

rNjδj

rN−1,N−1

(2.39)
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We now obtain a boundary for δN−1 instead of examining all possible points in

the constellation. Next, the boundary for δN−2, ..., δ1 is determined in a similar way.

Case 2: N > 2M

The upper triangular matrix R will be made up of a 2M×2M top upper triangular

matrix and an (N − 2M)× 2M bottom zero matrix. Since the zero matrix does not

contribute to the value of ‖Rδ‖2, the sphere decoding algorithm is also applicable in

this case and the implementation is similiar.

The proposed LSD algorithm has a complexity in the order of O((2M)3) at a

high SNR for proper choices of r [127]. This significantly reduces the computation

complexity compared with exhaustive search, whose complexity is exponential in 2M .

2.5 Asymptotic Error Probability Performance of

the Proposed Scheme

In this section, we analyze the average error probability performance of our proposed

scheme, where a complex-valued Rayleigh fading MIMO TWRC is considered. The

performance analysis of the proposed scheme in the MIMO scenario is very challeng-

ing. We introduce new analytical tools and a novel concept on typical deep-fade

events for the TWRC to tackle the challenges.

In the analysis of SISO linear PNC scheme, one only needs to characterize the

typical error events w.r.t. a one-dimension superposition of the two users’ signals, by

considering the interference structure of each user’s single signal stream. While for

the MIMO case, the key challenge lies in that the interference structure of each signal

stream becomes much more complicated, as each user’s multiple streams are already

interfering with each other and on top of that they also experience the interference

from the other user. Therefore, we develop a new characterization of deep fade events

in a multi-dimension space to conduct the typical error event analysis for the proposed

scheme.
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In this section, we start with presenting the main analytical result in Theorem

2.2. The proof of the theorem will be given at the end of this section.

Theorem 2.2. As ρ → ∞, the average error probability of the proposed scheme is

given by

Pe /
(η1 + η2)(1 + 2−

N
2 )

q2M
· 4N + 3N+1

6

(
γ2

ρ

)N
. (2.40)

where

η1 =
M∑
i=0

M∑
j=0

i+j≤M

 M

i

 M − i

j

 4i+j (q − 2)2M−2i−j (4M − 2i− j) , (2.41)

and

η2 =
M∑
i=0

M∑
j=0

i+j≤M

 M

i

 M − i

j

 4i+j (q − 2)2M−2i−j (4M − 3i− 2j)

+ 8M(M − 1)q2 (q − 1)2 . (2.42)

Clearly, our proposed scheme achieves a full diversity of N . However, the coding

gain obtained by optimizing the NC matrix G is not clear yet. Therefore, we next

establish a lower bound on the average error probability of any scheme for the Rayleigh

fading MIMO TWRC.

Next, let us consider a case whose error performance will serve as a lower bound in

our analysis. Consider two decoupled one-way relay channels, i.e. two users transmit

signals to their relay respectively. In this case, each user’s transmission is free of

interference from the other user. If any of the two users makes an error at the relay,

an error will be declared. We refer to this event as an interference-free error event as

in [43]. Since this senario is the ideal case for TWRCs, we refer to this interference-

free error probability as interference-free lower bound. A closed-form result on this

interference-free lower bound is given as follows. The proof is given in Appendix 2.9.1.

Lemma 2.1. The average error probability of interference-free lower bound is

PLB
e =

(η1 + η2)(1 + 2−
N
2 )

q2M
· 4N + 3N+1

6

(
γ2

ρ

)N
. (2.43)
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where η1and η2 are given in (2.41) and (2.42) respectively.

Corollary 2.1. As ρ→∞, the average NC error probability of the linear vector PNC

scheme with a prime q approaches that of interference-free lower bound.

Remark 2.5. Corollary 1 means that the proposed scheme achieves the optimal error

probability at a high SNR for a Rayleigh fading MIMO TWRC.

The remainder of this section is devoted to the proof of Theorem 2.2. We first

present some preliminaries that will be used in the proof.

Definition 2.3 (Channel deep-fade event). Consider a fading channel coefficient

matrix H ∈ RN×M . Define the following set

H ,

 H : ∃δ, δ ∈ {1− q, ..., q − 1}M , such that:

‖Hδ‖2 = Kρ−∈, where ∈≥ 1 and K is a constant.

 , (2.44)

and H is referred to as the set of channel deep-fade events.

Remark 2.6. Intuitively, for a single-user point-to-point MIMO system, when the

channel deep-fade event specified in Definition 2 happens, there exists a DV δ such

that the distance ‖Hδ‖2 is on the order of o(ρ−1), and the received signal is highly

likely in error at a high SNR.

Definition 2.4 (Artificial deep-fade event). In a MIMO TWRC, define

F ,


[HA,HB] : HA /∈ H ∩ HB /∈ H,

∃δ, δ ∈ {1− q, ..., q − 1}2M , such that:

‖[HA,HB] δ‖2 = K ′ρ−∈
′
,where ∈′≥ 1 and K ′ is a constant.

 .

(2.45)

We call F the set of artificial deep-fade events.

Remark 2.7. The artificial deep-fade event defined above characterizes the channel

realizations of HA and HB that, although each individual HA and HB is not a deep-

fade event, the superposition of the two users’ signals results in that the conventional
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Figure 2.3. Geometrical illustration of the artificial deep-fade event.

minimum distance is very small, i.e., of order o(ρ−1). As the very small minimum

distance is caused by the channel superposition instead of by the nature of each user’s

channel, we refer to such events as “artificial deep-fade events”Ẇe note that the ar-

tificial deep-fade event characterizes the so-called “removable singular fade subspace”

in [44] or “minimum distance shortening events” in [12].

A geometrical illustration for the artificial deep-fade event is depicted in Fig. 2.3.

Assume that HA and HB do not belong to H, i.e., each of them is not a channel

deep-fade event. For illustration purpose, the N dimenional subspace spanned by

[HA,HB] in the 2M -dimension whole space is depicted as a plane. In addition, all

possible DVs form a bounded grid of integers in the 2M -dimension space. As the

SNR tends to infinity, for a certain realization of [HA,HB], an artificial deep-fade

event happens if there exists a DV which is very close to being perpendicular to the

plane of [HA,HB]. An example of such DV is depicted in Fig. 2.3.

The key challenge in analyzing the performance of the proposed scheme is how

to characterize the artificial deep-fade events. An approach is provided by following

propositions. Their proofs are given in Appendix 2.9.2 - 2.9.4.

Proposition 2.1. For any channel realization, there are at most 2M − N linearly

independent DVs that are perpendicular to [HA,HB].

Suppose that there are L, L ≤ (2M −N), linearly independent DVs whose as-
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sociated distances are equal to zero. Stack these L DVs into a matrix ∆, and we

have

‖[HA,HB] ∆‖ = 0. (2.46)

Rewrite ∆ as ∆ =
[
∆T

A,∆
T
B

]T
, we have the following proposition.

Proposition 2.2. If HA and HB are both full rank, ∆A,∆B are both full-rank.

Proposition 2.3. Consider that the optimized G matrix specified in Theorem 2.1

is used. As ρ → ∞, when (HA /∈ H)∩ (HB /∈ H) , for all the values of DVs, δ ∈

{1− q, ..., q − 1}2M , the MSD satisfies dMSD = Kρ−∈ with ∈< 1 and K is a constant.

Remark 2. If the artificial deep-fade events happens, the minimum distance between

SI symbols will be on the order of o(ρ−∈) where ∈≥ 1. In this circumstance, for

conventional PNC scheme, the MSD will remain as this vanishing minimum distance

and will contribute to the NC error probability. However, Proposition 2.3 shows that

using the optimized NC generator G in Theorem 2.1, the MSD will be larger, i.e.,

on the order of o(ρ−∈) where ∈< 1. Therefore, all the artificial deep-fade events will

not contribute to the NC error probability. As a result, our proposed method will im-

prove the decoding error performance of the MIMO TWRCs, in terms of coding gain,

compared with complete decode-and-forward or PNC scheme with fixed NC generator.

With the three propositions, we are in the position of proving Theorem 2.2.

Proof. Given channel realization HA,HB, the error probability of the proposed MIMO

linear vector PNC scheme as ρ→∞ is upper bounded by

Pe/HA,HB≤
A(G)(dMSD)

q2M
Q

( √
ρ

2γ2
dMSD

)
(2.47)

Case 1. (HA ∈ H)∩ (HB /∈ H.) In this case, only user A’ channel is in channel

deep-fade event. And (HA ∈ H)∩ (HB /∈ H) can be interpreted as that ‖HAδA‖2 =

KAρ
−∈Awith ∈A≥ 1 and ‖HBδB‖2 = KBρ

−∈Bwith ∈B< 1.
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The conventional minimum distance between SI symbol vectors can be written as

d1 = min
δA,δB

‖HAδA + HBδB‖2

≤ min
δA,δB

(‖HAδA‖+ ‖HBδB‖)2

= min
δA,δB

(
‖HAδA‖2 + ‖HBδB‖2 + 2 ‖HAδA‖ ‖HBδB‖

)
(2.48)

It is clear that as ρ →∞, ‖HAδA‖2 � ‖HBδB‖2. Note that the DV can be written

as δ1 =
[
δT1,A, δ

T
1,B

]T
. Thus, the DV w.r.t. the minimum distance satisfies δ1,B = 0.

This means as ρ→∞,

d1 = ‖HAδ1,A‖2 . (2.49)

In addition, any matrix containing a column
[
δ
T

1,A,0
T
]T

is not block-wise full rank.

Therefore, even for the optimized G, A(G)(d1) is non-zero and dMSD = d1.

Thus, the error probability is upper bounded by

PCase1
e /HA,HB ≤

A(G)(d1)

q2M
Q

(√
ρ

2γ2
‖HAδ1,A‖2 ) (2.50)

It can be shown that the averaged multiplicity A(G)(d1)/ q2M is the same as that

where only user A exists. Let such multiplicity for the single-user case be A′ (d1), we

have

PCase1
e ≤

∫
HA∈HA∩HB /∈HB

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HAδ1,A‖2

)
p(HA)p(HB)dHAdHB

=

∫
HA∈HA

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HAδ1,A‖2

)
p(HA)dHA

∫
HB /∈HB

p(HB)dHB

≤
∫
HA

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HAδ1,A‖2

)
p(HA)dHA

−
∫

HA /∈HA

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HAδ1,A‖2

)
p(HA)dHA (2.51)

Here, the first term is equivalent to the error probability that only user A exists,

which can be shown to be proportional to ρ−N . We know that HA /∈ HA means
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‖HAδ1,A‖2 be represented by Kρ−∈ where ∈< 1. So the second term∫
HA /∈HA

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HAδ1,A‖2

)
p(HA)dHA

=

∫
HAHA

A′ (d1)

qM
Q

( √
Kρ1−∈

2γ2

)
p(HA)dHA

=
A′ (d1)

qM
Q

( √
Kρ1−∈

2γ2

) ∫
HAHA

p(HA)dHA ∝ eρ
∈−1

which decays much faster than the first term as ρ→∞. Then we get

PCase1
e /

∫
HA

A′ (d1)

qM
Q

( √
ρ

2γ2

∥∥HAδ
1
A

∥∥2
)
p(HA)dHA. (2.52)

Case 2. (HA /∈ H)∩ (HB ∈ H). In this case, only user B’ channel is in channel

deep-fade event. Applying similar analysis to that for Case 1, as ρ→∞, we have

dMSD = d1 = ‖HBδ1,B‖2 . (2.53)

and

PCase2
e ≤

∫
HB

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HBδ1,B‖2

)
p(HB)dHB. (2.54)

Case 3. (HA ∈ H)∩ (HB ∈ H). In this case, both users’ channels are in channel

deep-fade event. Then,

PCase3
e =

∫
HA∈HA∩HB∈HB

PCase3
e /HA,HBp(HA)p(HB)dHAdHB

≤
∫

HA∈HA∩HB∈HB

p(HA)p(HB)dHAdHB

=

∫
HA∈HA

p(HA)dHA

∫
HB∈HB

p(HB)dHB. (2.55)

It can be shown that PCase3
e is proportional to ρ−2N .

Case 4. (HA /∈ H)∩ (HB /∈ H)∩ ([HA,HB] ∈ F). In this case, neither of the two

users’ channel is in channel deep-fade event but their superposition makes them in

an artificial deep-fade event.



58 Chapter 2 Physical-layer Network Coding for MIMO Multi-way Relay Channel

Using Proposition 2.3, with Theorem 2.1, dMSD can always be represented by

Kρ−∈ where ∈< 1.

PCase4
e =

∫
[HA,HB ]∈F

PCase4
e /HA,HBp(HA)p(HB)dHAdHB

≤
∫

[HA,HB ]∈F

A(G)(dMSD)

q2M
Q

( √
ρ

2γ2
dMSD

)
p(HA)p(HB)dHAdHB

=
A(G)(dMSD)

q2M
Q

( √
Kρ1−∈

2γ2

) ∫
[HA,HB ]∈F

p(HA)p(HB)dHAdHB

<
A(G)(dMSD)

q2M
Q

( √
Kρ1−∈

2γ2

)
∝ eρ

∈−1

. (2.56)

Case 5. (HA /∈ H)∩ (HB /∈ H)∩ ([HA,HB] /∈ F). In this case, neither of the two

users’ channel is in channel deep-fade event, and their superposition does not result

in artificial deep-fade events either.

From Definition 2, [HA,HB] /∈ F means that ∀δ ∈ {1− q, ..., q − 1}2M , ‖[HA,HB] δ‖2 =

Kρ−∈ where ∈< 1 . This means in this case the distance between any different SI

symbol vectors is always non-vanishing. The error probability for Case 5 is propor-

tional to eρ
∈−1

.

With above categorization, as ρ→∞, we have

Pe = PCase1
e + PCase2

e + PCase3
e + PCase4

e + PCase5
e

≤
∫
HA

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HAδ1,A‖2

)
p(HA)dHA

+

∫
HB

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HBδ1,B‖2

)
p(HB)dHB

+o(ρ−2N) + o
(
eρ
∈−1
)

+ o
(
eρ
∈−1
)

/
∫
HA

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HAδ1,A‖2

)
p(HA)dHA

+

∫
HB

A′ (d1)

qM
Q

( √
ρ

2γ2
‖HBδ1,B‖2

)
p(HB)dHB, (2.57)
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as the first two terms are proportional to ρ−N while the third term is o(ρ−2N) and

the last two terms are o
(
eρ
∈−1
)

. In addition, we can derive a closed-form expression

on the first two terms, given as

Pe / PCase1
e + PCase2

e =
(η1 + η2)(1 + 2−

N
2 )

q2M
· 4N + 3N+1

6

(
γ2

ρ

)N
. (2.58)

where η1and η2 are given in (2.41) and (2.42) respectively. The proof of the expression

in (2.58) is given in the Appendix 2.9.

This completes the proof.

2.6 Numerical Results for MIMO TWRC

In this section, we present numerical results for the error-rate performance of the

proposed linear vector PNC scheme over MIMO TWRCs. The results are obtained

by averaging over more than 10,000,000 channel realizations, where the fading channel

coefficients follow i.i.d. Rayleigh distribution. For comparison purpose, we also show

the performance of a complete decoding scheme, where the relay completely decodes

all users’ messages, and a non-optimized linear vector PNC scheme where a fixed

generator matrix is used for all channel realizations. We also include the numerical

results of an interference free lower bound, obtained by assuming that there is no

interference between users’ signals at the relay. Moreover, the derived asymptotic

error probability of the proposed scheme in (2.40) is also shown in the figures.

Fig. 2.4 presents the error-rate performance of an M = N = 2 system where q = 3

(9-QAM for each antenna of each user). We observe that our proposed scheme exhibits

a 4.5 dB improvement over complete decoding scheme and the non-optimized PNC

scheme at the error rate of 10−4. Note that the non-optimized PNC scheme has the

same performance as the complete decoding scheme. This is because a fixed generator

matrix cannot optimize the minimum set-distance for all channel realizations and

thus for most cases, the minimum set-distance remains as the minimum SI symbol

distance. In addition, we observe that at a sufficiently high SNR, the proposed
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Figure 2.4. Error-rate performance of MIMO PNC scheme in a Rayleigh
fading TWRC (9-QAM, M = 2, N = 2).

linear vector PNC scheme achieves the interference free lower bound. Also, it is

demonstrated that our analytical error probability performance in (2.40) matches

with the numerical result. This agrees with Theorem 2.2 and Corollary 2.1, which

demonstrates the asymptotic optimality of error-rate performance of the proposed

scheme. Fig. 2.5 presents the error-rate performance of an M = N = 2 system with

q = 7. Similar performance trend as in Fig. 2.4 is observed. Moreover, we observe

that the performance improvement of the proposed scheme increases as q increases.

Fig. 2.6 presents the error-rate performance of an M = N = 3 system where

q = 3. We observe that the proposed scheme outperforms complete decoding scheme

by up to about 3.8 dB in the high SNR region. Fig. 2.7 presents the error-rate per-

formance of an M = 3 and N = 4 system where q = 3. We see that the proposed

scheme outperforms complete decoding scheme by about 1.2 dB in the high SNR

region. In both figures, the proposed linear vector PNC scheme achieves the interfer-

ence free lower bound at a sufficiently high SNR and our analytical error probability
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Figure 2.5. Error-rate performance of MIMO PNC scheme in a Rayleigh
fading TWRC (49-QAM, M = N = 2).

performance matches with the numerical result. This demonstrates the asymptotic

optimality of error-rate performance of the the proposed scheme. From Fig. 2.6 and

Fig. 2.7, we observe that the proposed scheme yields a greater improvement over the

benchmark scheme as M/N increases.

2.7 Physical-layer Network Coding for Y-channel

In this section, we propose a PNC scheme for a Y-channel model where the transmit-

ters have no CSI. Here, we consider the full data exchange case where each user wants

all messages from all other users. Under a multi-antenna relay setup, we present an

explicit solution for NC generator matrices that minimize the NC error probability

at a high SNR. We also provide and prove an approximation of the average NC er-

ror probability for the proposed scheme at a high SNR. In addition, the case of a

single-antenna relay with multiple time-slots is discussed and different transmission
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Figure 2.6. Error-rate performance of MIMO PNC scheme in a Rayleigh
fading TWRC (9-QAM, M = N = 3).
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Figure 2.7. Error-rate performance of MIMO PNC scheme in a Rayleigh
fading TWRC (9-QAM, M = 3, N = 4).
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Figure 2.8. System model for the Y-channel.

strategies are compared through numerical results.

2.7.1 System Model and Proposed Scheme for Y-channel

In this section, we consider a Y-channel model with three single-antenna users A,B,C

and one two-antenna relay3. Each user has an independent message to the other two

users. Each round of information exchange consists of two stages, the uplink phase

and the downlink phase as shown in Fig. 2.8. We assume a flat block fading for both

uplink and downlink.

Uplink

We assume that one time-slot is allocated to the uplink phase. Each user trans-

mits two independent messages via the in-phase and quadrature-phase, respectively.

Denote the two messages of user l by wRe
l and wIm

l , l ∈ {A,B,C}, which are inde-

3In a MWRC model, we will not consider the case that the number of antennas at the relay is

larger than the total number of antennas of all the users. This is because the relay will be able to

fully decode all users’ messages under this circumstance
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pendently drawn from a finite field GF (q).

Using q2-order QAM, user l’s transmitted messages are one-to-one mapped to a

modulated symbol xl by

xl =
1

γ

[(
wRe
l −

q − 1

2

)
+ j

(
wIm
l −

q − 1

2

)]
, (2.59)

where γ is a normalization factor ensuring E (|x2
l |) = 1.

In the uplink phase, three users transmit their signals to the relay simultaneously.

Let hl ∈ C2×1 denote the fading channel coefficient between user l and the relay. The

received signal at the relay is

y =
√
EshAxA +

√
EshBxB +

√
EshCxC + z, (2.60)

where Es is the average transmitted power per symbol, and z is the complex-valued

AWGN at the relay whose entries are i.i.d. with zero mean and variance σ2
z. The

SNR per user is defined as ρ = Es/ |σ2
z|. We assume that the transmitter-side CSI is

not available while the receiver-side CSI is perfectly known as in the TWRC case.

Relay

We propose a linear PNC strategy at the relay as follows. Based on the receiver CSI,

the relay first selects NC coefficients from the same finite field GF (q) for each user,

and then generates the NC codewords un, n ∈ {1, 2, 3, 4} from the received signals.

More specifically,

un =
(
vRe
An ⊗ w

Re
An

)
⊕
(
vIm
An ⊗ w

Im
An

)
⊕
(
vRe
Bn ⊗ w

Re
Bn

)
⊕
(
vIm
Bn ⊗ w

Im
Bn

)
⊕
(
vRe
Cn ⊗ w

Re
Cn

)
⊕
(
vIm
Cn ⊗ w

Im
Cn

)
, (2.61)

where the NC coefficients vRe
ln

,vIm
ln
∈ GF (q). Denote a genuine message vector by

w = [ wRe
A wIm

A wRe
B wIm

B wRe
C wIm

C
]T . (2.62)

Then, we have the linear NC codeword

u =
[
u1 u2 u3 u4

]T
= [ VA VB VC ]⊗w, (2.63)



2.7 Physical-layer Network Coding for Y-channel 65

where

Vl =

 vRe
l1

vRe
l2

vRe
l3

vRe
l4

vIm
l1

vIm
l2

vIm
l3

vIm
l4

T , l ∈ {A,B,C} , (2.64)

and it is referred to as theNC generator matrix. Note that the additions and multi-

plications here are operated on the finite field GF (q).

Note that within one coherent time, the NC generator matrices are selected and

delivered only once. We assume that all the three users are aware of the selected

generator matrices via reliable links.

In order to enable each user to recover all the other two users’ messages, the

following condition must be satisfied:

Full-Rank Condition: Matrices [ VA VB ], [ VA VC ] and [ VB VC ] must

be of full rank.

In our proposed PNC scheme, instead of completely decoding all users’ messages

w, the relay directly decodes the NC codeword u in (2.63), based on the superimposed

signal y. Assume that the decoded NC codeword by the relay is û. The NC error

probability PNC
e , Pr {u 6= û} can be minimized through the design of NC generator

matrix.

Downlink

In the downlink phase, the relay modulates û and broadcasts the modulated signal

xR to all users. We see that two time-slots are required for the downlink phase since

û consists of four messages. Suppose that a correct NC codeword u is decoded and

delivered to each user. User A first removes its own messages wRe
A , wIm

A by computing

u	
(
VA ⊗ [ wRe

A wIm
A

]T
)

= [ VB VC ]⊗ [ wRe
B wIm

B wRe
C wIm

C
]T .

The resultant message vector forms a set of linear equations with undetermined vari-

ables wRe
B , wIm

B , wRe
C and wIm

C . Since matrix [ VB VC ] is of full rank, user A can

recover its desired messages from user B and user C by solving this linear equation
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set. It can be seen that one linear NC codeword u must consist of four elements

so that the intended four messages for each user can be resolved through the linear

equation set. User B and user C resolve their desired messages in a similar way. This

finishes one round of message exchange.

2.7.2 Design of Linear Physical-layer Network Coding for Y-

channel

2.7.3 Problem Formulation

Our goal here is to design the NC generator matrices that minimize the NC error

probability. The problem is formulated as

VOpt
A , VOpt

B , VOpt
C = arg min

VA, VB , VC

PNC
e ,

s.t. Full-Rank Condition (2.65)

Denote that wl = wRe
l + jwIm

l . For a given channel realization of hA, hB and hC ,

define

ws , hAwA + hBwB + hCwC . (2.66)

We refer to ws as a superimposed (SI) symbol. Note that a SI symbol ws is not on

finite field as wl is. Then, the distance between two different SI symbols ws and w′s

is d = ‖ws −w′s‖
2.

For any two SI symbols whose corresponding NC codewords u and u′ are different,

the minimum distance between them is defined as the minimum set-distance (MSD),

i.e.,

dMSD , min
ws,w′s,u6=u′

d. (2.67)

We see that at a high SNR, the NC error probability PNC
e is dominated by the

minimum set-distance dMSD [43]. The problem in (2.65) is now transformed into

VOpt
A , VOpt

B , VOpt
C = arg max

VA, VB , VC

dMSD .

s.t. Full-Rank Condition (2.68)
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2.7.4 Solution to (2.68)

For two different SI symbols ws and w′s, let δA = wA − w′A, δB = wB − w′B, δC =

wC − w′C , and we call δ = [ δRe
A δIm

A δRe
B δIm

B δRe
C δIm

C
]T the difference vector

(DV) of ws and w′s. Note that δ ∈{1− q, · · · , 0, · · · , q − 1}6 and ‖δ‖ 6= 0. We see

that the distance between ws and w′s is

d =

∥∥∥∥∥∥
 hRe

A −hIm
A hRe

B −hIm
B hRe

C −hIm
C

hIm
A hRe

A hIm
B hRe

B hIm
C hRe

C

 · δ
∥∥∥∥∥∥

2

. (2.69)

Let δ∗ denote the DV corresponding to the minimum distance of SI symbols

subject to that |δA| 6= 0, |δB| 6= 0 and |δC | 6= 0, i.e.,

δ∗ = arg min
|δA|6=0,|δB |6=0,
|δC |6=0

d. (2.70)

Note that for the same channel matrix in (2.69), the following DV

δ̃
∗
=
[
−δ∗ Im

A δ∗Re
A −δ∗ Im

B δ∗Re
B −δ∗ Im

C δ∗Re
C

]T
(2.71)

corresponds to the same distance d as δ∗.

The solution to (2.68) at high SNRs is as follows.

Theorem 2.3. As ρ → ∞, the NC generator matrices that minimize the NC error

probability satisfy

[ VA VB VC ]⊗mod
([

δ∗ δ̃
∗
]
, q
)

= 0. (2.72)

It can be shown that, with (4.41), matrices [ VA VB ], [ VA VC ] and [ VB VC ]

are of full rank if and only if δ∗ satisfies that |δA| 6= 0, |δB| 6= 0 and |δC | 6= 0. For

example, if |δA| = 0, [ VB VC ] is not of full rank; and if |δA| = 0 and |δB| = 0,

VC itself is not of full rank. And vice versa. Thus, the constraint for the DV δ∗ in

(2.70) ensures that the Full-Rank Condition for the NC generator matrices is met.

Proof. Denote the minimum distance between any two SI symbols by d1. We see that

d1 is independent of any constraints on δA, δB and δC .
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Let us first consider the case that the DV corresponding to d1 happens to satisfy

that |δA| 6= 0, |δB| 6= 0 and |δC | 6= 0. Suppose that the DVs w.r.t. the minimum

distance d1 are δ∗ and δ̃
∗

(δ∗ and −δ∗ are regarded as the same vector.). We then

let the NC generator matrices satisfy

[ VA VB VC ]⊗mod(w ± δ∗), q)

= [ VA VB VC ]⊗mod([w ± δ̃
∗
), q)

= [ VA VB VC ]⊗mod(w, q), (2.73)

which is equivalent to (4.41). With (4.41), any two SI symbols with distance d1

correspond to the same linear NC codeword. Thus, the distance between any two

SI symbols w.r.t. different NC codewords will be larger than d1, i.e., dMSD > d1.

In this manner, the minimum set-distance is increased, which reduces the NC error

probability at high SNRs.

We then consider the case that the DV corresponding to d1 has |δA| = 0, |δB| = 0

or |δC | = 0. In this case, there does not exist matrices VA, VB and VC that satisfy

(4.41) and the Full-Rank Condition at the same time. In other words, there is no

solution guaranteeing dMSD > d1 under the Full-Rank Condition. In fact, this case

corresponds to the deep-fade events that cannot be eliminated through (4.41), which

account for the main cause of decoding errors in our scheme.

So far we have shown that (4.41) is sufficient, next we prove that it is also necessary.

We assume choosing NC generator matrices V
/
A, V

/
B and V

/
C which do not satisfy

(4.41), i.e.,

[ V
/
A V

/
B V

/
C

]⊗mod
([

δ∗ δ̃
∗
]
, q
)
6= 0. (2.74)

In this case, any two SI symbols with distance d1 will correspond to two different

linear NC codewords. Thus, dMSD strictly equals to d1. Therefore, the NC generator

matrices not satisfying (4.41) will result in a smaller NC set-distance dMSD, compared

to those satisfying (4.41). In other words, [ V
/
A V

/
B V

/
C

] cannot minimize the NC

error probability at high SNRs. This completes the proof.
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2.7.5 Average Error Probability Performance Analysis of the

Proposed Scheme

In this section, we analyse the average error probability of the proposed scheme over

all channel realizations.

Preliminaries

We first present some preliminaries used in the analysis by introducing two basic

schemes and related deep-fade events.

Consider a basic single user scheme where only user l transmits to the relay, i.e.,

y = hlxl + n. The average error probability is denoted by

P l
e , Pr {ŵl 6= wl} . (2.75)

Consider a basic two-user scheme where two users l and k transmit to the relay

simultaneously, i.e., y = hlxl + hkxk + n. Denote the average error probability by

P lk
e , Pr {[ŵl, ŵk] 6= [wl, wk]} . (2.76)

Definition 2.5 (Multi-user deep-fade event). In a multi-way relay system where all

users can be represented by a set L, define

F ,



[ hA hB · · · ] : hl /∈ H, l ∈ L

∃δ, δ ∈ {1− q, ..., q − 1}|L| , such that:∥∥∥[ hA hB · · · ]δ
∥∥∥2

= K ′ρ−θ
′
,

where θ′ ≥ 1 and K ′ is a constant.


.

We call F the set of |L|-user artificial deep-fade events.

Intuitively, for a multi-way relay system, if the |L|-user deep-fade event happens,

the minimum distance between SI symbols will be on the order of o(ρ−θ) where θ ≥ 1,

and the decoding of the received signal at the relay is highly likely in error at a high

SNR. Particularly, when |L| = 1, the set F corresponds to the channel deep fade

event for a standard point-to-point transmission.
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For the Y-channel setup where three users transmits to the relay simultaneously,

the single-user deep-fade events, the two-user deep-fade events and the three-user

deep-fade events all contribute to the error probability at high SNRs. However, we

next show that the contribution of the three-user deep-fade events to the NC error

probability is eliminated, with properly chosen generator matrices using Theorem 2.3.

Proposition 2.4. As ρ → ∞, when [ hA hB hC ] ∈ F , using the optimized gen-

erator matrices in Theorem 2.3, the MSD satisfies dMSD = Kρ−θ where θ < 1 and

K is a constant.

Proof. According to Definition 2, when
[

hA hB hC

]
∈ F , there exists a DV δ

such that
∥∥∥[ hA hB hC

]
δ
∥∥∥2

is of order Kρ−θ, θ ≥ 1. Note that for any channel

realization, there are at most one linearly independent DVs that are perpendicular to[
hA hB hC

]
. In other words, there exists at most one such DV whose distance

are of order Kρ−θ, θ ≥ 1. With the equation (4.41) in Theorem 2.3, any SI symbols

whose distance is of order Kρ−θ, θ ≥ 1, are clustered together. In other words,

the multiplicity of all the distances of order Kρ−θ, θ ≥ 1, is now zero. Therefore,

the contribution of the three-user deep-fade events to the NC error probability is

negligible. This completes the proof.

NC error-probability approximations

With above preliminaries, we obtain an approximation of the average NC error prob-

ability for the proposed scheme at high SNRs as follows.

Theorem 2.4. For a PNC method based on Theorem 2.3, as ρ → ∞, the average

NC error-probability is approximated as

PNC
e → P ∗e,P

A
e + PB

e + PC
e + PAB

e + PAC
e + PBC

e . (2.77)

Proof. The proof can be completed by performing a pairwise error analysis, and using

the concept of “Multi-user deep-fade event” and Proposition 2.4.
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2.7.6 Numerical Results

This section presents numerical results for the error-rate performance of the proposed

scheme. We assume that the fading channel coefficients follow i.i.d. Rayleigh distribu-

tion and the results are obtained by averaging over 100,000 channel realizations. We

compare our proposed scheme with the performance of a complete decoding scheme,

where the relay completely and jointly decodes all users’ messages. Numerical results

of the error-probability approximation in (2.77) are also shown in the figures.

Fig. 2.9 shows the error-rate performance for 9-QAM signals. We observe that

using the optimized generator matrices in Theorem 2.3, our proposed scheme outper-

forms the complete decoding scheme by 1 dB at the error-rate of 10−3. In addition,

it is shown that the proposed linear PNC scheme approaches the error-probability

approximation in (2.77) at high SNRs.

Similar performance behavior is observed for higher level modulations. For ex-

ample, Fig. 2.10 shows that when q = 7, a 2.5 dB improvement over the complete

decoding scheme is achieved at the error-rate of 10−3, and the error-probability ap-

proximation in (2.77) is approached at high SNRs.

2.7.7 Discussions for a Single Antenna Scenario

We then present some discussions for a single-antenna relay setup to provide further

understanding for the Y-channel model. Suppose that T time-slots are used for the

uplink phase. Note that we will not consider the case where T > 2. This is because

for T > 2, the relay will be able to well distinguish the three user’s messages based

on its observations in three or more time-slots and this is not the appealing zone of

network coding. Also, it is of more interest when we use as less time-slots as possible.
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Figure 2.9. Error-rate performance of the proposed PNC scheme in a
Rayleigh fading Y-channel, 9-QAM.
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Figure 2.10. Error-rate performance of the proposed PNC scheme in a
Rayleigh fading Y-channel where the uplink phase has one time-slot, 49-
QAM.
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T = 1

The three users transmit their signals simultaneously to the relay. The received signal

at the relay is

y =
√
EshAxA +

√
EshBxB +

√
EshCxC + n (2.78)

where n ∼ N (0, σ2
z). We see that the solution to maximize the MSD is similar to

that in Theorem 2.3.

T = 2

Here, we propose two options for the case where two time-slots are available in the

uplink phase.

Option 1: Separate Transmission Since we consider a flat block fading channel

with a single antenna at each node, there is no diversity we can explore by transmitting

in different time-slots. By introducing more time-slots, a basic thought is to minimize

the interference between all users’ transmitted signals.

Then, we have an intuitive uplink strategy as follows. Only one user transmits

in the first time-slot and the rest two users transmit simultaneously in the second

time-slot. For example, the received signals at the relay in each time-slot are

y1 = hAxA + n1,

and

y2 = hBxB + hCxC + n2

respectively. In this case, the dMSD can be maximized by properly clustering the

superimposed symbols of user B’s and user C’s messages.

First, the classic maximum-likelihood single-user detection can be performed based

on the received signal in the first time-slot y1. Then, the linear NC method for

TWRCs [43] can be performed based on the received signal in the second time-slot

y2. This method has been shown to maximize the dMSD between the superimposed
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Figure 2.11. The proposed TDD-TWRC scheme for the Y-channel.

symbols of two users’ messages. Denote the selected NC coefficient for user B and

user C by β and γ respectively, β, γ ∈ GF (q), β 6= 0, γ 6= 0. Then, we have the NC

generator vectors as follows.

vA =
[

1 0
]T
,vC =

[
0 β

]T
,vC =

[
0 γ

]T
. (2.79)

It can be easily verified that they satisfy the Full-Rank Condition.

Remark 2.8. Option 1 simplifies the PNC problem for three users to that for two

users, and utilizes existing PNC work for TWRCs. Its computation complexity is in

the order of q4.

Option 2: TDD-TWRC We next consider a time-division duplex (TDD) TWRC

scheme, where only two users transmit signals at each time-slot in the uplink phase

as shown in Fig. 2.11.

Considering the power constrain for each user (E (‖x2
l ‖) = 1), the received signals

at the relay are

y1 =

√
2

2
hAxA + hBxB + n1, (2.80)

y2 =

√
2

2
hAxA + hCxC + n2. (2.81)

We can apply two types of relay operations for Option 2 as follows.
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• Separate Processing

Since the received signal at each time-slot is a superposition of two user’s signals,

we can apply the networking method (for example, [43]) for TWRCs respectively for

each time-slot.

Denote the optimized NC coefficients by α and β, α′ and γ respectively, α,

β, α′, γ ∈ GF (q), α 6= 0, β 6= 0, α′ 6= 0, γ 6= 0. The NC generator vectors are

vA =
[
α α′

]T
,vB =

[
β 0

]T
,vC =

[
0 γ

]T
, (2.82)

and they also satisfy the Full-Rank Condition.

Remark 2.9. Similar to Option 1, the separate processing for Option 2 also simplifies

the PNC problem for three users to that for two users. Its computation complexity

is also in the order of q4. However, the computation expense is at least twice that of

Option 1, as the linear NC method for TWRCs have to be performed twice for Option

2.

• Improvement using Joint Processing

We can also jointly process the received signal in two time-slots. Similar to The-

orem 2.3, we first find the DV vector that corresponds to the minimum distance of

SI symbols, i.e.,

∆ = arg min
|δA|6=0,|δB |6=0,|δC |6=0

∥∥∥∥∥∥∥∥∥
 √

2
2
hA hB 0

√
2

2
hA 0 hC



δA

δB

δC


∥∥∥∥∥∥∥∥∥ . (2.83)

Then, we determine the NC coefficients by solving (4.41).

Remark 2.10. The joint processing for Option 2 utilizes the benefits of joint pro-

cessing and Theorem 2.3. However, its computation complexity is in the order of

q6.
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Numerical Results

Here, we present numerical results for the error-rate performance of the considered two

situations. The results are obtained by averaging over more than 1,000,000 channel

realizations, where the fading channel coefficients follow i.i.d. Rayleigh distribution.

Fig. 2.12 shows the error-rate performance when one time-slot is allocated to the

uplink phase and q = 3 (9-QAM for each user). For comparison purpose, we also show

the performance of a complete decoding scheme, where the relay completely decodes

all users’ messages. We also include the numerical results of the lower bound, as

discussed in Section 2.7.5. Moreover, the derived asymptotic error probability of

the proposed scheme in (2.77) is also shown in the figures. We observe that our

proposed scheme exhibits a 3 dB improvement over complete decoding scheme and a

non-optimized at the error rate of 10−3. In addition, we observe that at a sufficiently

high SNR, the proposed linear PNC scheme achieves the lower bound.

Fig. 2.13 shows the error-rate performance of Option 1 and Option 2, where two

time-slots are allocated to the uplink phase and q = 3 (9-QAM for each user). We

can see from the numerical results that for Option 2, joint processing shows 1.5 dB

improvement over separate processing. This agrees with our expectation that joint

processing should behave better. On the other hand, we also see that the performance

of Option 1 is almost as good as the joint processing for Option 2. Considering that

the computation complexity for Option 1 is in the order of q4 while that for Option 2

is in the order of q6, the separate transmission in Option 1 is a more practical choice.

This reminds us that TDD-TWRC is not always the better choice for Y-channel

scheme without CSIT if more time-slots in the uplink are considered.

2.8 Conclusions

To summarize, this chapter first proposed a new linear vector physical-layer network

coding scheme for spatial MIMO TWRC where CSI was not available at the transmit-
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Figure 2.12. Error-rate performance of the proposed SISO PNC scheme
in a Rayleigh fading Y-channel where the uplink phase has one time-slot,
9-QAM.
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Figure 2.13. Error-rate performance of the proposed SISO PNC scheme
in a Rayleigh fading Y-channel where the uplink phase has two time-slots,
9-QAM.
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ters. We presented an explicit solution for the NC generator matrix that minimized

the error probability at a high SNR, as well as an efficient algorithm to find the

optimized solution. We derived a new closed-form expression on the average error

probability of the proposed scheme over a Rayleigh fading MIMO TWRC. The derived

result shows that the proposed scheme achieves the optimal error rate performance

at a sufficiently high SNR. Numerical results match well with the analytical result

and shows that the proposed scheme significantly outperforms existing schemes.

Then, we proposed a linear PNC scheme for a Y-channel without CSIT. We pre-

sented an explicit solution for the NC generator matrices that minimize the NC error

probability at a high SNR. We also analyzed the NC error performance and provided

an error-probability approximation at high SNRs. Numerical results matched well

with our analytical approximation and showed that our proposed method outper-

formed existing schemes at high SNRs. We also presented discussions for a single-

antenna relay to provide further understanding for the Y-channel model.

2.9 Appendix

2.9.1 Proof of (2.58)

Proof. We first derive an expression of the average pair-wise error probability of an

M ×N MIMO spatial multiplexing scheme. Rewrite the spatial multiplexing MIMO

model y = Hx + z into a MISO system with block-length N . Let X and h be

X =


x · · · 0
...

. . .
...

0 · · · x


︸ ︷︷ ︸

N

(2.84)

and

h = [H (1, :) , · · · ,H (N, :)] . (2.85)
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Then, the received signal can be rewritten as

y = hX + z. (2.86)

The average pair-wise error probability of confusing X with X′ is

Pep(x→ x′) = E

[
Q

(
‖H(x− x′)‖√

2N0

)]
= E

[
Q

(
‖h(X−X′)‖√

2N0

)]
= E

[
Q

(√
ρ

2
· h(X−X′)(X−X′)∗h∗

)]
, (2.87)

where x is the transmitted codeword, x′ is the erroneous one. The matrix (X −

X′)(X−X′)∗ is Hermitian. So, it can be written as

(X−X′)(X−X′)∗ = UΛU∗, (2.88)

where U is a unitary matrix and Λ is a diagonal matrix. Since (X −X′)(X −X′)∗

is of rank N , the number of non-zero eigenvalues for Λ should be N , i.e. Λ =

diag
{
λ2

1, · · · , λ2
N , 0, · · · , 0

}
. By defining h̃ = hU, the pair-wise error probability can

be represented as

Pep(x→ x′) = E

[
Q

(√
ρ

2
· h̃Λh̃

∗
)]

= E

Q

√√√√ρ

2
·
N∑
l=1

∥∥∥h̃l∥∥∥2

λ2
l

 , (2.89)

where h̃ has the same distribution as h since U is a unitary matrix. From literature

[128], we know a tight approximation of Eric-function: erf c(x) ≈ 1
6
e−x

2
+ 1

2
e−4x2/3.

So (2.89) is upper bounded by

Pep(x→ x′) ≤ E

[
1

12
e
− ρ

4
·
N∑
l=1
‖h̃l‖2λ2l

+
1

4
e
− ρ

3
·
N∑
l=1
‖h̃l‖2λ2l

]

= E

[
1

12

N∏
l=1

e−
ρ
4
·‖h̃l‖2λ2l +

1

4

N∏
l=1

e−
ρ
3
·‖h̃l‖2λ2l

]
. (2.90)
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Using the fact that for a unit mean exponential random variable X, E
[
esX
]

=

1/ (1− s) for s < 1, we derive that for Rayleigh fading channels,

Pep(x→ x′) =
1

12

N∏
l=1

1

1 + ρ
4
λ2
l

+
1

4

N∏
l=1

1

1 + ρ
3
λ2
l

≤ 1

12

4N

ρN
N∏
l=1

λ2
l

+
1

4

3N

ρN
N∏
l=1

λ2
l

=
4N + 3N+1

12
· 1

ρN
· 1

(d)N
(2.91)

where d = ‖(x− x′)‖2 . Note that Pep(x→ x′) can be written as Pep(d) .

For the codeword x, the average error probability is

Pe(x) =
∑

x′,x′ 6=x

Pep(x→ x′). (2.92)

Then, the union bound of the average error probability for a MIMO spatial mul-

tiplexing scheme is

PeSingleUser ≤
∑
x

Pr(x)Pe(x) =
1

q2M

∑
x

∑
x′,x′ 6=x

Pep(x→ x′). (2.93)

This means the average error probability at the receiver can be categorized using

the transmitted message’s constellation. Denote the minimum distance in the trans-

mitted message’s constellation by d1, the second minimum distance by d2, · · · . And

denote the number of neighbors with distance d1 by η1, the number of neighbors with

distance d2by η2, · · · . Then, (2.93) can be rewritten as

PeSingleUser ≤ 1

q2M
(η1Pep(d1) + η2Pep(d2) + · · ·). (2.94)

For high SNR situation, the average error probability is dominated by the first

serval terms, corresponding to the first serval minimum distance. We notice that

preserving the first two terms is sufficiently accurate for most MIMO cases where

M > 1 and N > 1.
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Then, we obtain that for an M by N MIMO spatial multiplexing scheme using

q-order QAM, the average error probability

PeSingleUser /
(η1 + η2)(1 + 2−

N
2 )

q2M
· 4N + 3N+1

12

(
γ2

ρ

)N
(2.95)

where η1and η2 are multiplicities w.r.t. the minimum and second minimum distance

events respectively, and are given in (2.41) and (2.42).

Finally, we achieve the interference-free lower bound for MIMO TWRCs. For this

interference-free lower bound, the two users are assumed to transmit their signals

to the relay without each other’s interference. Therefore, the interference-free lower

bound is given by

PeLB = 2PeSingleUser. (2.96)

This completes the proof.

2.9.2 Proof of Proposition 2.1

Proof. The probability of randomly generated [HA,HB] being linearly independent

is 1. So, [HA,HB] can be regarded as spanning an N -dimensional subspace in a 2M -

dimensional vector space. Therefore, if d(ws,w
′
s) = ‖[HA,HB] δ‖2 = 0 happens, the

associated DV δ must lie in the (2M −N)-dimensional subspace that is orthogonal to

the subspace spanned by [HA,HB]. Recalling that the DVs belong to an integer set

{1− q, · · · , 0, · · · , q − 1}2M and can not reach any real-valued vectors, the number of

linearly independent DVs can only be equal to or be smaller than 2M −N .

2.9.3 Proof of Proposition 2.2

Proof. We first relax the integer constraint that the columns of ∆ belong to {1 −

q, · · · , 0, · · · , q − 1}2M . Then, it is clear that

 ∆A

∆B

 are in a subspace spanned by
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 H−1
A

−H−1
B

 , i.e.,  ∆A

∆B

 =

 H−1
A

−H−1
B

Θ. (2.97)

where Θ is an N × L full-rank matrix. Since H−1
A and −H−1

B are both full rank,

∆A,∆B are both full-rank.

We next consider the integer constraint. Suppose ∆A or ∆B is rank-deficient.

Then, it can be shown that HA or HB must be rank-deficient. However, this leads

to absurdity as HA and HB are full rank a priori. Therefore, ∆A and ∆B must be

both full rank. This finishes the proof.

2.9.4 Proof of Proposition 2.3

Proof. In Theorem 2.1, the NC generator matrix G is chosen by GT⊗P = 0 where

P consists of the first M message DVs such that the obtained P is block-wise full

rank. According to Proposition 2.9.2, P contains up to L ≤ (2M −N) DVs whose

distances are of order Kρ−∈, ∈≥ 1. According to Proposition 2.9.3, the matrix that

consists of these DVs are block-wise full rank. Note that the resultant P is block-wise

full rank as well. As such, it is for sure that there exists a block-wise full rank G

such that GT⊗P = 0, and thus the multiplicities of all the distances of order Kρ−∈,

∈≥ 1, will be zero. In other words, any distance that is of order Kρ−∈, ∈≥ 1, will be

removed from the set-distance spectrum. This finishes the proof.
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Chapter 3

An Achievable Throughput Scaling

Law of Wireless Device-to-device

Caching Networks with

Distributed MIMO and

Hierarchical Cooperations

3.1 Introduction

In this chapter, we propose a new caching scheme for a random wireless device-

to-device (D2D) network of n nodes with local caches, where each node intends to

download les from a prexed library via D2D links. Our proposed caching delivery

includes two stages, employing distributed MIMO and hierarchical cooperations re-

spectively. The distributed MIMO is applied to the rst stage between source nodes

and neighbours of the destination node. The induced multiplexing gain and diversity

gain increase the number of simultaneous transmissions, improving the throughput

of the network. The hierarchical cooperations are applied to the second stage to fa-

85
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cilitate the transmissions between the destination node and its neighbours. The two

stages together exploit spatial degrees of freedom as well as spatial reuse. We develop

an uncoded random caching placement strategy to serve this cooperative caching de-

livery. Analytical results show that the average aggregate throughput of the network

scales almost linearly with n, with a vanishing outage probability. Furthermore, we

derive an explicit expression of the optimal throughput as a function of system pa-

rameters such as pathloss factor under a target outage probability. Analytical and

numerical results demonstrate that our proposed scheme outperforms existing ones

when the local cache size is limited

We highlight that the main difference between our proposed scheme and existing

ones is the use of the spatial network resources. In fact, no matter one-hop [95],

multi-hop [99] or hierarchical cooperations [100], the nice scaling with the size of

caches is mainly achieved by exploiting the spatial reuse in the network. The growth

of the cache size increases the chance of spatial reuse, leading to a growing network

throughput. However, since our work aims at the small cache case, we do not focus

on the spatial reuse in designing our caching scheme. Instead, we try to exploit the

spatial degree of freedom and increase the cache-hit probability by allowing one node

to access more other nodes, to better facilitate the design for the small cache situation.

This chapter is organized as follows. In Section 3.2, we introduce the system

model and formulate the problem. We state the main results of this chapter in

Section 3.3. Section 3.4 presents an achievable scheme consisting of both the caching

placement strategy and the delivery policy. For the proposed scheme, we then derive

the throughput and the outage probability, obtain the scaling law and optimize the

throughput in Section 3.5. Section 3.3 provides some numerical results.

3.2 System Model and Problem Formulation

Consider a network with n wireless nodes, which are uniformly and independently

distributed in a unit square, as depicted in Fig. 2.8. Each node u, u ∈ U = {1, · · ·n},
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has an average transmit power of P watts and a local cache size of Mc files. The

size of caches in this thesis is represented by the number of standard files (F bits

per file). Without the presence of a server or a base station, D2D communications

between nodes are considered in this network. A library with m files is denoted by F ,

F = {f1, · · · , fm}. Each node intends to download its requested file from the library

F through this cached D2D network.

A caching scheme is performed in two phases: caching placement phase and

caching delivery phase. The library F is generated once and kept fixed during the two

phases.The cached messages are stored at each node in the caching placement phase

and remain fixed during the delivery phase. Each node requests its own intended file

from the library and gets served through wireless transmissions in the delivery phase.

Multiple requests made by one node can be handled consecutively. In this chapter,

we will work on maximizing the network throughput by jointly designing both phases.

To this end, we introduce some useful definitions as follows.

Definition 3.1 (Caching placement strategy). A cache placement strategy Πc

is a rule to assign files from the library F to a node’s local cache in the caching

placement phase. Let Mu represent the local storage of node u. Then, a particular

cache placement Gu at node u can be viewed as a mapping from the library F to

the local memoryMu. One realization of caching placement at all nodes is denoted by

G , {Gu, u ∈ U}. Note that the caching placement is done without a priori knowledge

of the nodes’ actual requests.

Definition 3.2 (Users’ request). At each request time, each node makes a request

to a file fi, fi ∈ F , randomly and independently. Denote the index of node u’s

requested file by iu. Then, one realization of all nodes’ requests, denoted by R, can be

represented by

R = {i1, · · · , in} . (3.1)

In this thesis, we consider that for any node in the network, its requested file index

iu is uniformly distributed over {1, · · · ,m}. This stands as the worst case scenario
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where users’ requests are quite scattered rather than gathered. This assumption is also

adopted in [83] and fits the spirit in [93–95] considering a “heavy tail” Zipf request

distribution.

Definition 3.3 (Transmission policy). A transmission policy Πt is a rule of de-

signing and scheduling the D2D transmissions in the delivery phase. Generally, it

includes two parts: one is the transmission protocol P describing the feasible D2D

links in the network, such that these D2D links can provide reliable communications,

considering the physical constraints such as power and interference; and the other is

the transmission scheduling S describing the activated D2D links at one time. Denote

by y a set of simultaneous transmission links.

Definition 3.4 (Average aggregate throughput). For a given caching placement

G, node requests R and a set of transmission links y, define tu (G,R, y) as the number

of useful received information bits per time-slot by node u during one delivery phase.

Adding tu (G,R, y) from all nodes together, we have the aggregate throughput of the

network as

T̃n (G,R, y) =
∑
u∈U

tu (G,R, y) . (3.2)

Let Tn denote the average aggregate throughput, and

Tn = ER

[
ES

[
T̃u (G,R, y)

]]
=

∑
R

∑
y

T̃u (G,R, y) Pr {y|R,G}Pr {R} , (3.3)

where ER means averaging over the randomness of nodes’ actual requests and ES

means averaging over the randomness caused by scheduling during all delivery phases.

We see that Tn is a function of the caching placement strategy Πc and the transmission

policy Πt, i.e.,

Tn ∼ f (Πc,Πt) . (3.4)

Definition 3.5 (Outage probability). For a given caching placement G, given

node requests R and a given set of transmission links y, if a node’s request cannot be
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satisfied through the delivery phase, we say that this node is in outage. Denote the

number of nodes in outage by No (G,R, y) in one delivery phase, i.e.,

No (G,R, y) =
∑
u

1 (tu (G,R, y) = 0) . (3.5)

Define the outage probability of the network as

pout =
ER [ES [No (G,R, y)]]

n
, (3.6)

where ER and ES are described under (3.3). Similarly, pout is a function of the caching

placement strategy Πc and the transmission policy Πt.

In this thesis, we focus on the scaling of the average aggregate throughput Tn with

an increasing number of n, while the power constraint of each node, the allocated

bandwidth and the occupied spacial area of all nodes remain constant. In addition,

we will assume that the size of the library m and the size of local cache Mc increase

with n. Otherwise, if m and Mc remain constant when n → ∞, a node can find its

intended file within its neighbours with probability one regardless of any Πc and Πt.

Thus, throughout the thesis, we assume that

m = nα and Mc = nβ, (3.7)

where α > 0 and β > 0. We further assume that 0 < α − β < 1. This is because

if α − β < 0, each node is able to store the entire library in its local memory, which

is not the focus of this thesis. On the other hand, if α − β > 1, the total memory

size of the network nMc is smaller than the library size m. This will cause that

the outage probability goes essentially large [93], making the system not useful for

practical deployment.

The main goal of this chapter is to study the following two optimization problems.

Let Tn = Θ (nϕ) , ϕ ≥ 0. The first goal is, in the study of scaling laws, to jointly

optimize the caching strategy Πc and the transmission policy Πt so that the exponent
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ϕ is maximized while the outage probability is vanishing, i.e.,

P0 : max
Πc,Πt

ϕ

s.t. lim
n→∞

pout = 0. (3.8)

Beyond the scaling law, it is desirable to jointly optimize Πc and Πt so that the

throughput Tn is maximized with a target outage probability ε when designing a

wireless caching network. This can be represented by problem P1 as follows.

P1 : max
Πc,Πt

Tn

s.t. pout ≤ ε (3.9)

With the open and general definitions mentioned above, we see that optimizing Πc

and Πt over all possible candidates has a prohibitive complexity. To address above

problems, in this chapter, we focus on designing a transmission policy Πt exhibiting

a good scaling law of the average aggregate throughput Tn. A caching placement

strategy Πc is designed to serve the transmissions.

Note that our work does not pursue a better throughput scaling with the size of

caches as in conventional caching studies. Instead, our main objective is to achieve a

good throughput scaling with the number of users, especially when the cache size is

small compared with the size of library.

3.3 Main Results

This section states the main results of this chapter. We first introduce an achievable

scaling law when the number of nodes n is sufficiently large as follows.

Theorem 3.1. For the considered caching wireless network with a library of m files

and local caches of Mc files, if nMc > m, as n → ∞, the following scaling law is

achievable with high probability:

Tn = Θ
(
n

t
t+1

)
, (3.10)
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where t, t ≥ 1, is an integer constant independent of n.

Proof. An achievable scheme is presented in Section 3.4 and the proof is given in

Section 3.5. The choice of the parameter t will be discussed in Section 3.5.

Remark 3.1. From (3.10), with t increases, t
t+1
→ 1. This indicates that with the

help of caching, the average throughput of the network can increase almost linearly

with the number of nodes n. Note that the scaling Θ
(
n

t
t+1

)
in this thesis is different

from the scaling Θ
(
nMc

m

)
in [93] [83] or Θ

(
n
√

Mc

m

)
in [98] [99]. Fig. 3.1 compares

the throughput scaling laws of the caching network in [93] [83], [98] [99] and Theorem

3.1. Recall that the most interesting region is that nMc > m, i.e., 0 < α − β < 1.

We see that 1 ≤ nMc

m
< n,

√
n ≤ n

√
Mc

m
< n, and in our result

√
n ≤ n

t
t+1 < n

(since t ≥ 1). This is shown in the figure where these three scalings exhibit different

throughput ranges in the region of 0 < α − β < 1. It is also immediate to notice

that the scalings in [93] [83] and [98] [99] are both functions of α − β, the relative

exponent of n between the library size m and the cache size Mc, however the scaling

in Theorem 3.1 is irrelevant with α− β. We will discuss the reason in Section 3.5.

Furthermore, it can be observed that our scaling performs better under a cache-

size limited situation (with α − β large). For example, consider a caching network

with α = 1 and β = 0.2. This setup corresponds to a disadvantageous caching

case where there are many files in the library however the local cache at each node

is relatively small. For example, when n = 108, there are 108 files in the library

while each node only has a cache size of 40 files. The aggregate average throughput

in [93] [83] and [98] [99] will be Θ (n0.2) and Θ (n0.6) respectively, while our scheme

achieves Θ (n0.75) when a typical value t = 3 is applied according to (3.10). It is also

worth mentioning that since our scheme is specifically designed for the small cache

case, it does not perform as good as current schemes when α− β < 1
t+1

or 2
t+1

.

In addition to the scaling law, for our proposed achievable scheme, we also derive

an explicit expression of the throughput Tn and then solve the optimization problem
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Figure 3.1. Achievable throughput scaling laws of Θ
(
nMc

m

)
in [93] [83],

Θ
(
n
√

Mc

m

)
in [98] [99] and Θ

(
n

t
t+1

)
in (3.10) respectively. Our proposed

scheme outperforms current schemes when α−β > 1
t+1

or 2
t+1

, while is inferior

when α− β < 1
t+1

or 2
t+1

.

of maximizing Tn when achieving a given outage probability ε. The result is shown

in the following theorem.

Theorem 3.2. For the considered caching wireless network with n nodes, a library of

m files and local caches of Mc files where nMc > m, to achieve a target outage proba-

bility ε, the following average aggregate throughput is achievable when n is sufficiently

large:

Tn =


1
t+1

(
n
C

) t
t+1 , if BU ≥

(
n
C

) t
t+1

nBU

n+tCB
t+1
t

U

, if BU <
(
n
C

) t
t+1 ,

(3.11)

where C is a system-dependent constant and BU is an upper bound for the number of

packets of a file, depending on the target outage probability ε, the library size m and

the cache size Mc.

Proof. An achievable scheme is presented in Section 3.4 and the proof is given in

Section 3.5. Details of parameters C and BU are defined later in (3.49) and (3.34)

respectively.
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Remark 3.2. From Theorem 3.2, we see that the optimal throughput can be in two

regimes, depending on system parameters such as the target outage probability ε, the

library size m and the cache size Mc. For example, if Mc and ε are large, the optimal

throughput Tn will probably fall in the first line of (3.11). This is different from the

pure scaling in Theorem 3.1, which is irrelevant with these parameters.

In the rest of this chapter, we will present an achievable scheme with the scaling

law in (3.10) in Section 3.4, and then prove these two theorems In Section 3.5.

3.4 An Achievable Scheme

We note that the throughput of a dense network is fundamentally limited by the

interference between simultaneous transmissions. The following scheme is proposed to

deal with the interference by integrating distributed MIMO, hierarchical cooperations

and caching.

3.4.1 Caching Placement Phase

In this chapter, we propose an uncoded, distributed and randomized placement strat-

egy Πc.

Before the cache placement, each file in the library is partitioned into B packets

of equal size. Here, we assume that the size of each file is sufficiently large to support

the required number of packet B as determined later.1 More specifically, we partition

a file fi ∈ F into packets of equal size bi,j, j ∈ {1, · · · , B}, i.e.,

fi = ∪
j∈{1,··· ,B}

bi,j. (3.12)

Thus, there are mB packets in the library. Note that B is an important parameter

to be determined.

1Although the file size F , when it is small, can limit the performance of caching networks, it will

not become a bounding factor in our work. This is because for our proposed scheme, B is always

much smaller than the file size in practical scenarios.
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During the cache placement, each node fills in its local cache in an i.i.d. manner

according to a same placement strategy Πc. Each node randomly chooses MCB

packets from the mB packets of the library and stores them in its own cache as

depicted in Fig. 3.2. Denote the lth packet in node u’s cacheMu by clu and we have

Mu = ∪
l∈[1,McB]

clu. (3.13)

In order to enable the multiplexing gain in a MIMO transmission in the delivery

phase, it is required that different packets of a file are simultaneously transmitted

from different nodes. To achieve this, our caching placement must guarantee that

each node caches packets from different files. We describe this process in details as

follows.

First, each node u decides which files to choose from, by randomly generating

McB file indexes
{
ilu
}

, l ∈ {1, · · · ,McB}, ilu ∈ {1, · · · ,m}. We use the following rule

to determine the chosen file indexes for node u.

1. If the number of packets stored in each node McB is less than the number of

files m (i.e., McB ≤ m), the packets for each node cache should be chosen from

different files. That is, ∀l1, l2 ∈ [1,McB], il1u 6= il2u . This can be recognized as a

similar process of blindly drawing McB balls from a box of m different balls at

a time.

2. If McB > m, the file indexes are generated as follows. First, all file indexes

1, · · · ,m are chosen for W =
⌊
McB
m

⌋
times. That is, for w ∈ [1,W ], ∀l ∈

[(w − 1)m+ 1, wm], ilu = l − (w − 1)m. Then, for the rest of (McB −Wm)

packets, their file indexes must be different. That is, ∀l1, l2 ∈ [Wm+ 1,McB],

il1u 6= il2u .

After the file indexes are determined, node u randomly picks up one of the packets

from file filu with probability 1
B

and fills it in the local cache Mu.

Denote by jlu the lth packet chosen by node u in the ilu file, we have that

clu = bilu,jlu , and Mu = ∪
l∈[1,McB]

bilu,jlu . (3.14)
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Figure 3.2. The proposed caching placement strategy.

These two steps ensure that the packets stored at one node come from different files

to the most extent, which facilitates the delivery phase to be discussed next.

3.4.2 Caching Delivery Phase

Preliminaries

Channel model: We use the line-of-sight physical model in [88–90]. Denote the

channel coefficient from node k to node u by huk, then

huk =
√
GA (ruk)

− γ
2 exp (jθuk) , (3.15)

where ruk is the distance between node k to node u, θuk is the random phase, uniformly

distributed in [0, 2π), GA is the antenna gain and γ is the pathloss exponent of the

environment. We have γ ≥ 2 for the far-field assumption.

User clustering: Divide the entire network into square cells of area Ac as shown

in Fig. 3.3a. We call each square cell a cluster in this chapter. Let Ac be a function
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of n and recall that the entire network is a unit square, then we have

Ac = n−η, η > 0. (3.16)

We see that η is an important parameter determining the cluster size, which will be

chosen later.

The number of nodes in one cluster is denoted by Nc. From literatures [85] [98],

we know that

Nc = Θ
(
n1−η) . (3.17)

We denote by D the cluster that the destination node belongs to and by N all the

neighboring clusters of D. We then design the caching delivery phase in two stages

as follows.

Stage I: Distributed MIMO

In this stage, we design the transmission policy Πt utilizing the fact that each node

caches different packets of different files from previous caching placement (We will

show that this is achieved with high probability in Section 3.5.). We first consider

the transmission policy for serving a single node, and then extend it to serving all

nodes in the network.

Recall that node u requires one file fiu with B packets. In order to collect all B

packets of file fiu , we need to determine B source nodes, that store the B packets

in their caches respectively. Then, to serve node u, a virtual multiplexing MIMO

transmission can be formed from these B source nodes to the destination cluster D.

For any requested file fiu of node u, B source nodes, us1, · · · , usB ∈ U , are selected

according to the following criteria2.

2When the total number of packets McB at one node is larger than the total number of files m,

there must be more than one packet that is already stored in the local cache. In this case, less than

B packets are required to transmit through the network. However, this does not change the scaling

of the network throughput as the number of nodes n goes to infinity. Therefore, in this thesis, we

consider that each source node needs B packets and derive the throughput scaling.
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1. Each of the source nodes has one different packet of the requested file fiu in its

local cache, i.e.,

∃l1, · · · , lB ∈ [1,McB] , cl1us1 ∪ c
l2
us2
∪ · · · ∪ clBusB = fiu . (3.18)

2. All the source nodes cannot lie in the neighboring clusters of node u, i.e.,

us1, · · · , usB /∈ N , (3.19)

which will be justified in Appendix 3.8.1.

Note that if there are multiple candidates of source nodes, we can randomly pick

up any B candidates that meet the criteria above. The criteria allow a destination

node to choose source nodes from the entire network except for the neighbouring

clusters N .

In the following, we first focus on the case where all source nodes are not in the

destination cluster D. We will then show that it is equivalent to the case where

some of the source nodes are in cluster D in terms of achieving the same aggregate

throughput.

After selecting the source nodes us1, · · · , usB as transmitters, we choose all the Nc

nodes in the destination clusterD as receivers. Each packet of file fiu is simultaneously

sent from the B transmitters to the Nc receivers in a multiplexing way as shown in

Fig. 3.3b. An MIMO transmission will be formed as long as the observations at all

receivers can be jointly processed. We will discuss how to realize this joint processing

in Stage II. Note that to achieve multiplexing transmission, it is required that all the

source nodes are synchronized for their transmissions.

So far, we have described the transmission policy Πt for serving a single node. For

serving all nodes in the network, the same Πt is applied in a time-division manner.

Stage II: Hierarchical Cooperations

The goal of this stage is to collect and jointly process the MIMO observations from

Stage I at the destination node u. To this end, we apply hierarchical operations
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similar to that in [84] [92] as follows.

Within a destination cluster, each node quantizes the received signal and sends it

to the destination node. The destination node then jointly processes the Nc copies of

superimposed signals received from previous multiplexing transmissions nodes. Thus

an MIMO transmission from the source nodes to the destination node is formed

through the two-stage cooperations. Note that the quantization does not change the

linear scaling (of the number of independent transmitting streams) of MIMO capacity,

which is proven in [88].

We notice that each node in the cluster wants to send independent messages to

all other nodes in the same cluster. This communication problem is referred to as a

network multiple access problem in [84] [92]. In this problem, each of the n nodes in

the network has n − 1 independent information messages, one for other n − 1 node

(all messages have the same size in bits). For this problem, a hierarchical three-

phase cooperative transmission was proposed employing a similar idea of clustering,

distributed MIMO and quantize-and-forward [84]. A hierarchical scheme with an

improved scheduling, referred to as Method 4 in [92], achieves the best scaling and

transmission rate by far to our best knowledge. We adopt this design for the network

multiple access problem in Stage II to achieve the scaling.

3.5 Performance of the Proposed Scheme

In this section, we first derive an explicit expression of the aggregate throughput

for the proposed scheme. Then, we analyse the outage probability and derive an

asymptotic expression of its upper bound. Using these results, we then prove Theorem

3.1 and Theorem 3.2.

3.5.1 Aggregate Throughput of the Proposed Scheme

We calculate the aggregate throughput for the proposed scheme as follows.
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Required time-slots for Stage I

The distributed MIMO transmissions in Stage I can be explicitly described in the

following. Let x be a B × 1 vector denoting the signals transmitted from the source

nodes, and let y be an Nc × 1 vector denoting the signals received at the destination

cluster D. Then, we have that

y = Hx + z, (3.20)

where H is the Nc × B channel matrix where the {u, k}-th element huk is defined

in (3.15), and z is an i.i.d. Gaussian noise vector. In order to guarantee reliable

transmissions from the source nodes to the destination cluster, it is required that the

number of independent transmitting streams B should be no more than the number

of receiving antennas Nc, i.e.,

B ≤ Nc. (3.21)

Let the geographical distance between transmitter k and destination cluster D be

rDk as shown in Fig. 3.3b. We use the following transmit power control mechanism

such that

E
[
|xk|2

]
=
P

B
(rDk)

γ . (3.22)

We see that the transmit power control mechanism is similar to that in [84] [88]. We

then have the following lemma.

Lemma 3.1. Under the channel model described in (3.15), applying the transmit

power control in (3.22), a long-distance distributed MIMO transmission from the

source nodes to the destination cluster D achieves an aggregate rate scaling linearly

with the number of transmitters B.

The proof is given in Appendix 3.8.1.

We see that the transmit power constraint at each node is satisfied in our design.

This is because when serving one node, each node only needs to transmit P
B

(rDk)
γ

watts and only a fraction of B
n

nodes are transmitting. So in order to serve all n nodes
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in the network, on average, each node needs a total transmit power

P

B
(rDk)

γ · B
n
· n = P (rDk)

γ ≤ P, (3.23)

which satisfies the transmit power constraint.

Based on our designs of Stage I, we calculate the required time-slots for serving

all nodes in Stage I as follows. We know that each packet has F
B

bits and all the B

packets of a file are simultaneously transmitted in a multiplexing way. Using Lemma

3.1, for any requested file of one node, a reliable transmission from source nodes to

the destination cluster will take F
B

time slots. Therefore, in total, F
B
n time slots are

needed for serving all n nodes in Stage I.

Required time-slots for Stage II

In this stage, we use hierarchical cooperations within one cluster. Recalling the results

in [92], the time to complete the network multi-access transmission for a network of

n nodes with t hierarchical stages and Q-bit quantization is given by

tn = tL2Q
t−1
2 n

t+1
t , (3.24)

where

L =

⌈
2

3+
γ

In2
γ + 1

⌉
(3.25)

is the reuse factor, meaning that each cluster has one transmission opportunity every

L2 time-slots. By substituting the number of nodes n by Nc in our problem, we obtain

the time tNc for completing transmissions for a cluster of n nodes as

tNc =
F

B
tL2Q

t−1
2 N

t+1
t

c . (3.26)

Here, t is an integer representing the number of hierarchical stages, and an optimal

t for maximizing the throughput is determined by number of nodes Nc according

to [92].

Here, we discuss the case where some of the source nodes are in the destination

cluster D. If some packets of the requested file fiu , say ND packets, can be found
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within cluster D, in Stage I, the number of transmitted packets will be (Nc −ND).

Thus, we can reduce the number of receivers to (Nc −ND) and the consumed time

slots for MIMO transmissions in Stage I remain unchanged. In Stage II, the number

of transmitted packets to node u will remain as (Nc − 1). This is because node u will

only need to receive MIMO observations from (Nc −ND − 1) nodes, in addition to

receiving the ND packets from its neighbours. It is convenient to arrange that the

neighbours with ND packets are not scheduled as receivers in MIMO transmissions.

Thus, Stage II can still be seen as a network multiple access problem with Nc nodes

and it will also occupy the same time-slots. As a result, we see that in terms of the

aggregate throughput, the case where some packets can be found within cluster D is

equivalent to the case where no source nodes are in cluster D.

Aggregate throughput

From previous designs for both stages, we know that nF bits in total are delivered to

their destinations in F
B
n+ tNc time slots. Thus, the aggregate throughput is

Tn =
nF

F
B
n+ tNc

=
nB

n+ tL2Q
t−1
2 N

t+1
t

c

. (3.27)

It is clear that in order to maximize Tn, the number of nodes in one cell Nc should

be as small as possible. Since B ≤ Nc, the optimal N∗c should be

N∗c = B. (3.28)

Remark 3.3. From (3.28), we see that the optimal number of nodes in one cluster

Nc and the number of packets of a file B are coupled. On one hand, if choosing a

large cluster size (a large Nc), the number of packets of a file B should also be large.

This is essentially attributed to our design in Stage I: with large clusters (a large Nc),

the number of independent transmitting streams B should also be large in order to

utilize the multiplexing gain to the most extent; On the other hand, with a large B,

Nc must be large enough to support reliable multiplexing transmissions in Stage I.
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Then, with (3.28), we get that

Tn =
nB

n+ tL2Q
t−1
2 B

t+1
t

. (3.29)

We see that the number of packets of a file B is a critical design parameter in

both the caching placement and delivery phase. By optimizing over B, the caching

strategy Πc and the transmission policy Πt are jointly optimized. Therefore, in our

proposed scheme, the throughput Tn no longer needs to be optimized over Πc and Πt

as in problem P0 and P1. Instead, we only need to optimize Tn over the number of

packets B.

3.5.2 Outage Probability of the Proposed Scheme

In this section, we examine the outage probability of our proposed scheme and derive

an asymptotic expression of the upper bound of the outage probability.

Theorem 3.3. As n→∞, the outage probability in our scheme is upper bounded by

pout ≤ 1− e−mB·e
−

(n−(L2−1)Nc)Mc
m . (3.30)

The proof is given in Appendix 3.8.2.

According to (3.30), We see that pout increases with the number of nodes in one

cluster Nc. Recall that Nc ≥ B. Therefore, to achieve a small outage probability pout,

it is required that

N∗c = B. (3.31)

This agrees with the requirement for maximizing Tn in (3.28). Thus, we have

pout ≤ pUout , 1− e−mB·e
−

(n−(L2−1)B)M
m . (3.32)

where pUout is referred to as the outage probability upper bound.

Remark 3.4. In order to achieve a target outage probability ε, it is suffice to let

pUout ≤ ε. (3.33)
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Let B = BU denote the solution to the equation

pUout = ε. (3.34)

Here, BU represents the maximum number of packets of a file, allowed by a given

library size m, local cache size Mc, and the target outage probability ε. We see that

BU decreases with m, and increases with Mc and ε. Especially, increasing the local

cache size Mc would allow an exponentially larger number of packets B. To achieve

the outage probability ε, it is suffice to let

B ≤ BU . (3.35)

3.5.3 Throughput Scaling Law of the Proposed Scheme

Based on (3.29), the scaling law of the throughput can be easily obtained as

Tn =
nB

n+ tL2Q
t−1
2 B

t+1
t

=
nB

n+ Θ
(
B

t+1
t

) . (3.36)

By maximizing Tn over the number of packets B, we obtain

T ∗n = Θ
(
n

t
t+1

)
(3.37)

when

B∗ = Θ
(
n

t
t+1

)
(3.38)

It is interesting to see that the optimal throughput scaling T ∗n and the correspond-

ing B∗ are on the same order, i.e.,

T ∗n = Θ (B∗) . (3.39)

This is because the improvement of the throughput from Θ (1) to Θ
(
n

t
t+1

)
is mainly

attributed to the multiplexing gain achieved by distributed MIMO. For instance,

a smaller B means that one file is divided into fewer packets, and the number of

simultaneous transmissions is reduced, which decreases the throughput Tn.
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However, it is also important to note that T ∗n does not always increase as B

increases. In fact, with B increasing, on one hand, the number of simultaneous trans-

missions in Stage I increases, leading to an increasing number of total transmitted

useful bits nB. On the other hand, the size of the receiving cluster also increases,

consuming more time-slots for completing the traffic within one cluster in Stage II.

Therefore, the optimal scaling Tn is not achieved when B is maximized, but when

the trade-off between the total traffic and the consumed time-slots in Stage II is op-

timized. Although from Section 3.5 we can learn that BU , the upper bound of B,

increases exponentially with the size of local caches Mc, the throughput scaling Tn

can not increases exponentially with Mc. Thus, for our proposed scheme, the optimal

scaling Tn is independent of Mc and m, as long as nMc ≥ m is satisfied.

Remark 3.5. We further explain this relationship in the context of the distributed

MIMO channel. Our two-stage caching delivery can be regarded as an equivalent

distributed MIMO channel with finite backhaul capacity. The transmitting and receiv-

ing antennas respectively correspond to the source nodes and the receiving nodes in

our scheme. In order to achieve the capacity of this channel, the backhaul capacity

should increase with the number of antennas (nodes). Otherwise, when the number

of antennas (nodes) goes large, the channel capacity will be limited by the backhaul

capacity and it will not linearly increase with the number of antennas (nodes). We

call this the multiplexing-backhaul trade-off in our scheme. Therefore, as the size

of cache increases, the number of transmit antennas (source nodes) grows and then

the network throughput in the first stage increases due to a larger spatial degree of

freedom gain. However, to guarantee the linear scaling of MIMO transmissions, the

required number of receive antennas (the number of nodes within the receiving cluster)

also increases. This increases the traffic within the receiving cluster and decreases the

network throughput in the second stage. This explains why our achievable throughput

scaling is not a function of the size of the cache and the library, but is fundamentally

determined by the design of the caching network.
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Furthermore, using the above results, we can also determine the cluster size in

our design as follows. We see that to achieve the optimal throughput, N∗c = B and

B∗n = Θ
(
n

t
t+1

)
must be satisfied at the same time. Recall (3.17), η must satisfy that

Θ
(
n

t
t+1

)
= Θ (n1−η), i.e.,

η =
1

t+ 1
. (3.40)

We now prove that the throughput Θ
(
n

t
t+1

)
can be achieved with a vanishing

outage probability as n→∞. To see more clearly about the scaling of pout with n, we

further extend (3.32) as follows. It is easy to verify that as n → ∞,
n−(L2−1)B

n
→ 1.

Therefore, n − (L2 − 1)B can be approximated by n when n goes sufficiently large.

Recall that B∗ = Θ
(
n

t
t+1

)
, then we have

pout ≤ 1− e−nεe−n
τ

, (3.41)

where

ε = α +
t

t+ 1
, and τ = 1− (α− β) . (3.42)

Applying L’Hospital’s Rule, we have that

lim
n→∞

nεe−n
τ

= lim
n→∞

εnε−τ+1

τenτ
(a)
= 0, (3.43)

where the equality (a) is obtained by keeping differentiating the numerator and the

denominator until the power exponent of the numerator is negative. Thus, we have

lim
n→∞

pout = 0. (3.44)

meaning that the scaling Tn = Θ
(
n

t
t+1

)
is achieved with high probability.

This finishes the proof of Theorem 3.1.
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3.5.4 Optimized Throughput under a Target Outage Proba-

bility

Based on the throughput and outage probability analysis in Section 3.4 and Section

3.5, we see that problem P1 in (3.9) now becomes

P2 : max
B

nB

n+ tL2Q
t−1
2 B

t+1
t

s.t. B ≤ BU (3.45)

Since the constraint is linear and the objective function is concave, which can be

verified by taking the second derivative in B, P2 is a convex optimization problem.

Now introducing a Lagrange multiplier λ, λ ≥ 0, we form the Lagrangian

L (B, λ) = − nB

n+ tL2Q
t−1
2 B

t+1
t

+ λ (B −BU) . (3.46)

The solution to P2 can be found by applying the Karush-Kuhn-Tucker (KKT) con-

dition to (4.33) and we obtain
(
− nB

n+tL2Q
t−1
2 B

t+1
t

)′
+ λ = 0

λ (B −BU) = 0

. (3.47)

Then we get

B∗ = min
{
Bopt, BU

}
. (3.48)

where Bopt ,

(
n

L2Q
t−1
2

) t
t+1

. Define a system-dependent constant

C , L2Q
t−1
2 . (3.49)

Thus, the corresponding optimal throughput can be written as

Tn =


1
t+1

(
n
C

) t
t+1 , if BU ≥

(
n
C

) t
t+1

nBU

n+tCB
t+1
t

U

, if BU <
(
n
C

) t
t+1 ,

(3.50)

This establishes Theorem 3.2.
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Remark 3.6. According to (3.30), pout increases with the number of packets B. In

order to achieve a low outage probability, the corresponding B should be small. How-

ever, a smaller B also decreases the throughput Tn according to the second line in

(3.50). And vice versa. We refer to this as the throughput-outage tradeoff, similar

to that in [93].

The throughput in (3.50) is illustrated in Fig. 3.4. Recall that BU is the maximum

number of packets of a file determined by a given library size m, local cache size Mc,

and the target outage probability ε. For given values of m, Mc, and ε, if BU ≥ Bopt,

as shown in the position of long dash line in Fig. 3.4, the optimal T ∗n can be achieved

when B∗ = Bopt. However, if BU < Bopt, as shown in the position of solid line, the

throughput will be limited by UB and cannot achieve the optimal Tn. This reveals

that in the caching network with distributed MIMO and hierarchical cooperations,

the limits of the throughput are twofold. One is the multiplexing-backhaul trade-off

between the total traffic and the consumed time-slots in Stage II, which corresponds

to the first line in (3.50). The other one is the throughput-outage tradeoff as shown

in the second line in (3.50). Especially, a low target outage probability ε would result

in a rather small UB, decreasing the network throughput. In other words, in this

situation the network throughput will be limited by the throughput-outage tradeoff.

Recall that UB increases with the local cache size Mc. Therefore, in this regime, the

local cache size Mc is able to contribute to the throughput, since a large Mc would

result in a large UB and an increased throughput.

3.6 Numerical Results

We use examples to demonstrate the performance of our proposed scheme and com-

pare our scheme with the multi-hop caching scheme in [98] [99]. For a network of

area A = 1 km2, we consider two networks operating at microWave and mmWave

respectively. One network operates at the carrier frequency of 3 GHz (λ = 0.1m)

with the number of users n ≤ 104. The other one operates at a carrier frequency of
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28 GHz (λ ≈ 0.01m) with the number of users n ≤ 105. This meets the spatial degree

of freedom condition in [89], which allows distributed MIMO and hierarchical coop-

erations. Also, this is a realistic setup which can be found in many scenarios. The

work in [92] shows that for such a network, the optimal number of hierarchical stages

t = 3 and the optimal quantization bit Q = 1. We set the target outage probability

ε = 10−4 and let γ = 3 for the microWave network, and let ε = 10−5, γ = 7 for the

mmWave network respectively. We fix α = 1 for simplicity, which corresponds to the

case where the number of files in the library equals to the number of nodes. Applying

(3.50), we get the optimized throughput of the network as

Tn =

 0.02n
3
4 , if BU ≥ 0.09n

3
4

nBU

n+75(BU )
4
3

, if BU < 0.09n
3
4

(3.51)

We can further derive that for the multihop caching scheme [92] [99]

Tn ≥
n

2L2

√
Mc

m
, (3.52)

where L is determined through (3.25).

Fig. 3.5a and Fig. 3.5b compare the throughput in [98] [99] and in (3.50) for these

two networks respectively. Both figures show that our proposed scheme exhibits a

near-linear behavior as n grows. This means that the network is mainly limited by

the multiplexing-backhaul trade-off (shown in the first line in (3.50)) under realistic

parameters. We observe that in both figures our proposed scheme outperforms the

multihop caching scheme when the local cache size is limited (small β).

For example, in Fig. 3.5a, the throughput of our proposed scheme with β = 0.4

is better than the multihop caching scheme with β = 0.56. This corresponds to a

magnificent difference of the local size caches considering that the number of nodes

n is large. For example, when n = 104, β = 0.4 means that the local cache has

40 files while β = 0.56 represents a local cache with 174 files. In Fig. 3.5b, the

throughput of a mmWave network demonstrates a similar behaviour. This is because

the distributed MIMO technology increases the number of simultaneous transmissions
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and improves the throughput of the network. If the local cache size is abundant

(β > 0.6), the multihop caching scheme outperforms our proposed scheme as can be

seen from both figures. This is because in this case our proposed scheme is limited

by the multiplexing-backhaul trade-off, while the throughput of the multihop caching

scheme grows unboundedly with the size of local caches. However, β = 0.6 is a fairly

high requirement for the local cache size. For example, when n = 105, β = 0.6 requires

a local cache of 1000 files. This means our proposed scheme is more “cache-economic”

than the multihop caching scheme.

Moreover, we infer from Theorem 3.1 that our scaling of Θ (n)
t
t+1 outperforms

multihop scaling of Θ (n)1−α−β
2 when α − β > 2

t+1
. With α = 1 and t = 3 in this

example, our scheme will outperform multihop schemes when β < 0.5. This conjecture

is confirmed by the observation in both figures that our scheme outperforms multihop

schemes roughly when β < 0.5.

3.7 Conclusions

We have investigated the throughput scaling problem in a wireless D2D network

where each node is equipped with a local cache and would like to download files from

a pre-fixed library. Our proposed two-stage caching delivery can be regarded as an

equivalent distributed MIMO channel with finite backhaul capacity. We applied dis-

tributed MIMO between source nodes and the neighbours of the destination node to

increase the number of simultaneous transmissions in the network. We used hierar-

chical cooperations within one cluster based on existing works in [84] [92] to provide a

high backhaul capacity. We established an uncoded random caching placement strat-

egy to serve this cooperative caching delivery. Our analytical results showed that

the average aggregate throughput of the proposed scheme scales almost linearly with

n, with a vanishing outage probability. Furthermore, for the proposed scheme, we

derived an explicit expression of the optimal throughput Tn as a function of system

parameters under a target outage probability ε. Numerical results showed that our
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proposed scheme outperforms typical existing schemes when the local cache size is

limited. Future work includes characterizing the performance gap between our pro-

posed scheme and the multihop scheme and further exploring the physical model in

the cache network.

3.8 Appendix

3.8.1 Proof of Lemma 3.1

Recall that the distance between transmitter k and receive cluster D is rDk. Observe

that for any node i ∈ D,

rDk ≤ rik ≤ rDk + 2
√

2Ac. (3.53)

When node i is not in the neighboring cluster of D, we also have rDk ≥
√
Ac.

Then,

1 ≤ rik
rDk
≤ 1 + 2

√
2. (3.54)

This means that

(rik)
−γ = ρ

ik
(rDk)

−γ , (3.55)

where ρ
kj
∈ [b, 1] and b is independent of B or n. Note that a boundary from the

cluster D to the source nodes such as rkD ≥
√
Ac must be satisfied to reach (3.55).

This implies that the source nodes can not be chosen from the neighbouring clusters.

Then, (3.20) can be rewritten as

y = Hx + z =

√
GP

B
Fx̃+z. (3.56)

where fik = ρ
ik

exp (jθik) is a scaled version of hik, x̃= [x̃1, · · · , x̃B]and E
(
|x̃k|2

)
= 1.

The mutual information is

I (x; y,F) = E

[
log det

(
I +

GAP

N0WB
FF∗

)]
. (3.57)
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Applying a similar proof with Appendix I in [88], we can get that for any v < b,

I (x; y,F) ≥ B log (1 + SNRv)
(b2 − v)

2

2
. (3.58)

As v is independent of n, we see that I (x; y,F) grows at least linearly with B. This

implies the linear scaling for the distributed MIMO transmission. This establishes

Lemma 3.1.

3.8.2 Proof of Theorem 3.3

We first decompose the outage probability pout and obtain that pout ≤ 1− phit where

phit is defined in Definition 6. We then derive an asymptotic expression of phit and

prove Theorem 3.3.

Decomposition of the outage probability pout

Rewrite the outage probability pout defined in Section 3.2 as

pout =

∑
R

∑
y

∑
u

1 {tu (G,R, y) = 0}Pr {y|R,G}Pr {R}

n
(a)

≤
∑
R

∑
y

1 {tu (G,R, y) = 0}Pr {y|R,G}Pr {R} , (3.59)

where the inequality (a) comes from the following inequality∑
u

1 {tu (G,R, y) = 0} ≤ n · 1 {tu (G,R, y) = 0} ,

which is derived from the fact that for different destination nodes, their corresponding

1 {tu (G,R, y) = 0} are not independent. This is because the potential source nodes

for different destination nodes may overlap, and also different destination nodes may

request the same file.

We then decompose pout into two parts by considering the causes of outage. Gen-

erally, a node’s request cannot be satisfied due to two reasons: one is that this node
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cannot find its intended file within its communication range (referred to as no cache-

hit) and the other is that the communication fails in actual delivery phases. We have

that ∑
y

1 {tu (G,R, y) = 0}Pr {y|R,G}

= pdeliveryout + Pr {No cache-hit for a given request R of one user} . (3.60)

As such, (3.59) can be further derived as

pout ≤
∑
R

(
pdeliveryout + Pr {No cache-hit for a given request R of one user}

)
Pr {R}

=
∑
R

pdeliveryout Pr {R}+ Pr {No cache-hit for any request of one user} .

Recall that in our transmission policy Πt, we consider reliable transmissions in

each delivery stage, and hence we have pdeliveryout = 0. Thus, in our scheme,

pout ≤ Pr {No cache-hit for any request of one user}

= 1− Pr {Cache-hit for any request of one user} . (3.61)

We will focus on the cache-hit probability in the following analysis.

Definition 3.6 (Cache-hit probability). Define Au as the cache-hit event for user u,

where for any requested file of node u, its B packets can be found in B different nodes

among the entire networks except for its neighboring clusters, i.e.,

Au,

 ∀fu ∈ {1, · · ·m} , ∃us1, · · · , usB ∈ {1, · · ·n} \N ,

∃l1, · · · , lB ∈ {1, · · ·McB} , cl1us1 ∩ c
l2
us2
∩ · · · ∩ clBusB = fu.

 (3.62)

The probability of Au, denoted by phit, is referred to as the cache-hit probability in

our scheme, i.e.,

phit,Pr {Au} . (3.63)

Then,

pout ≤ 1− phit. (3.64)
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Analysis of the cache-hit probability phit

It is difficult to directly calculate this cache-hit probability due to the complexity of

the event Au and our proposed caching strategy Πc. To tackle this problem, we derive

phit in the following way.

For a destination node u, the set of total source nodes is U\N . The total caches

of all potential source nodes are denoted as

Ms
u = ∪

us∈U\N
Mus . (3.65)

To proceed, we need the following lemma.

Lemma 3.2. Based on our proposed caching strategy Πc, for node u, the cache-hit

event Au happens as long as every packet of its requested file is placed in the total

source cache Ms
u i.e.,

Pr {Au}= Pr {∀fiu ∈ F , ∀j ∈ {1, · · · , B} , biu,j ∈Ms
u.} (3.66)

Lemma 3.2 can be proved by contradiction based on our proposed Πc in Section

3.3, and the proof is omitted due to page limit. Lemma 3.2 indicates that the B

packets of a file can be found at different nodes with probability one, as long as all

the B packets are placed in the total source cache Ms
u (no matter at which node).

To ensure Au, it is required that all packets of all files in the library have been placed

in the total source cache Ms
u. Since the goal here is to calculate the probability

of collecting all mB packets in total caches, we do not need to distinguish which

file a collected packet belongs to, when calculating this probability. Therefore, we

transform the problem of calculating Pr {Au} into the following question Ψ:

Ψ : According to the placement strategy Πc, given mB packets in total,

how many source nodes (Denote this number by V ) are required

before having placed all mB packets in the total source cache Ms
u?(3.67)

For node u, the cache-hit event Au happens when the required number of source

nodes V is smaller than the actual number of source nodes. Recall that for node u,
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there are a total of n− (L2 − 1)Nc potential source nodes. Thus,

phit = Pr {Au} = Pr
(
V ≤ n−

(
L2 − 1

)
Nc

)
. (3.68)

The problem Ψ is a special type of the Coupon Collector’s problem in probability

theory: coupons in groups of constant size. In the literature, there is an expression of

the expected number of groups to complete the collection. However, this expression

does not present an explicit analytical result. Hence, we need to develop a different

analytical expression for our problem. Let p0 be the probability of any packet in the

library being chosen at each node, we have the following lemma.

Lemma 3.3. According to our proposed caching strategy Πc, the probability of any

packet in the library being picked at each node is M
m

, i.e.,

p0 =
M

m
. (3.69)

Proof. We omit the details of the proof due to the page limit. The approach is to

first consider that each node randomly chooses McB files from m files with probability

McB
m

, and then picks up one of the packets of the chosen files with probability 1
B

.

The caching placement with our proposed Πc can be regarded as picking one

packet at a time, with a probability p0 determined in Lemma 3.3. Denote a packet

in the library by k, k ∈ {1, 2, · · · ,mB}. Similar to the Coupon Collector’s problem,

we can then obtain the probability of getting a new packet k as

pk =
mB − (k − 1)

mB
·McB. (3.70)

Asymptotic expression of the cache-hit probability

Based on the analysis above, we now treat the whole caching placement process as

selecting one packet at a time with probability p0.

Lemma 3.4. When the number of nodes n is sufficiently large, the probability of the

required number of source nodes V less than the number of source nodes n−(L2 − 1)Nc
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is

Pr
(
V < n−

(
L2 − 1

)
Nc

)
= Pr

(
V <

mB

McB
logmB + a

mB

McB

)
→ e−e

−a
. (3.71)

where a = (n− (L2 − 1)Nc)
McB
mB
− logmB.

Proof. The proof is similar to that in [129], only with a different drawing probability

p0 = M
m

. We omit the details of the proof due to the space limit.

Then,

phit = Pr (V < n−KNc)→ e−e
−a

= e−mB·e
−

(n−(L2−1)Nc)M
m . (3.72)

Since 0 < α − β < 1, as n → ∞, we have n1−(α−β) → ∞, e−
nM
m → 0 and phit → 1.

This indicates that all mB packets can be collected from n− (L2 − 1)Nc source node

candidates with probability one as n becomes very large. The larger the size of local

memory Mc is, the more quickly that phit → 1 as n→∞.

This proves the outage probability results in Theorem 3.3.
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(a) Clustering: Divide the entire
network into square cells of area
Ac where Ac = n−η, η > 0. η is a
parameter determining the cluster
size. The bigger η is, the smaller
each cluster is.

(b) Stage I: Distributed MIMO.
The middle grey cluster represents
the current destination cluster D.
The white area denotes its neigh-
bouring clusters N . The sur-
rounding grey area contains all
candidates of source nodes. The
distance from transmitter k to the
destination cluster D is denoted
by rDk.

(c) Stage II: Hierarchical Cooperations. All clusters work simultaneously.
Within one cluster, a three-phase hierarchical cooperation is employed in-
cluding clustering, distributed MIMO and quantize-and-forward. A time-
division protocol is used for the first and third phases. For example, in this
figure, only one cluster is allowed to transmit among 9 clusters (L = 3).

Figure 3.3. Caching delivery phase of the proposed scheme: (a) Clustering;
(b) Stage I: Distributed MIMO; (c) Stage II: Hierarchical Cooperations.
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Figure 3.4. Achievable throughput as the function of B.
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(a) n ≤ 104 users in 1 km2, operating at 3 GHz, α = 1, γ = 3,
ε = 10−4.
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(b) n ≤ 105 users in 1 km2, operating at 28 GHz, α = 1, γ = 7,
ε = 10−5.

Figure 3.5. Achievable throughput of a D2D caching network as a function
of the number of users n.



Chapter 4

Enhancing Cellular Performance

through Device-to-Device

Distributed MIMO

4.1 Introduction

The integration of local D2D communications and cellular connections has been in-

tensively studied to satisfy co-existing D2D and cellular communication demand.

In future cellular networks, there will be numerous standby users possessing D2D

communication capabilities in close proximity to each other. Considering that these

standby users do not necessarily request D2D communications all the time, this chap-

ter proposes a hybrid D2D-cellular scheme to make use of these standby users and to

improve the rate performance for cellular users. More specically, through D2D links, a

virtual antenna array can be formed by sharing antennas across different terminals to

realize the diversity gain of MIMO channels. This thesis considers the use of millime-

ter wave (mmWave) links to enable high data rate D2D communications. We observe

that although the mmWave communication employs directional antenna beams, it can

still suffer interference. We then design an orthogonal D2D multiple access protocol

119
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and formulate the optimization problem of joint cellular and D2D resource allocation

for downlink transmissions of our proposed scheme. We obtain a closed-form solution

for D2D resource allocation, which reveals useful insights for practical system design.

Numerical results from extensive system-level simulations demonstrate that the rate

performance of cellular users is signicantly improved through our proposed scheme

and the resource allocation algorithm.

The chapter is organized as follows. In Section 4.2, we introduce the system

model, present our proposed hybrid D2D-cellular scheme and formulate the utility

maximization problem. For the formulated problem, we propose a two-step optimiza-

tion algorithm in Section 4.3. Section 4.4 provides numerical results of a system-level

simulation and discussions of insight.

4.2 System Model and Proposed Hybird D2D-Cellular

Scheme

Consider a downlink multi-cell interfering broadcast channel with N base stations

(BSs) serving K active users in each cell. Each BS b, b ∈ {1, · · · , N}, is equipped

with L transmit antennas and each user, no matter active or non-active, has a single

receive antenna. For the considered system model, it is widely recognized that inter-

cell interference is the main cause of the rate degradation, especially in a dense cellular

networks or for cell-edge users. In this thesis, we propose a novel outband D2D cellular

scheme, to enhance the capability of encountering the inter-cell interference for end-

users.

As illustrated in Fig. 4.1, our proposed scheme consists of a two-phase cooperative

transmission procedure. In the first phase, the BSs transmits data to active users and

standby users receive signals by “overhearing”. In the second phase, standby users

help relay the received data to the active users so that multiple observations of the

transmitted signals are jointly processed at the active users. The application of the
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Figure 4.1. Proposed cellular system with outband D2D communications.

distributed-MIMO technique here enhances the capability of inter-cell interference

mitigation of end users, and thus improves the rate performance, especially for the

cell-edge users.

In general, when designing a D2D communication scheme, peer discovery, physical

layer procedures and radio resource management algorithms are the three main issues

to be considered [130]. We note that the peer discovery required in our scheme is

in line with conventional D2D communication schemes. We do not focus on this

problem in the thesis since existing peer discovery methods in literatures can be

adopted. Instead, we focus on physical layer procedures in this section, and then

radio resource management algorithms in Section 4.3.

4.2.1 Pre-Transmission: Clustering

In each BS, there are three type of users: active cellular users, users requesting D2D

connections and standby users who do not request cellular nor D2D connections. Note

that the number of these standby users is usually much larger than the number of

active users. We propose a clustering strategy to make use of these standby users to

enhance the rate performance of active users as follows.
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We first define a maximum D2D communication range dmax, which is the maximum

geographical distance between two users allowed by the user power budget and the

employed D2D communication technique. We then present some definitions for our

proposed scheme as follows.

• Relay node: For each active user k in each cell, all its nearby standby users

within the distance dmax are its potential relay nodes. Among these nodes,

those who are willing to help the active users1 are referred to as relay nodes.

We assume that one relay node only helps one active user at the same time.

We also assume that each BS is aware of the relay decisions of all relay nodes

within its cell.

• Cluster : After relaying decisions at potential relay nodes, an active user and

its relay nodes thereby form a cluster. We assume that each active user has the

same number of relay nodes for simplicity. We see that there are K clusters of

identical size within each cell. We assume that there are M − 1 relay nodes for

each active user, so that together with the direct link from the BS to each user,

an L×M MIMO channel can be formed for each active user.

Note that this clustering strategy limits the required transmission range of D2D

links, which avoids the disadvantage of large propagation loss for long distance trans-

missions when operating at the mmWave carrier frequency. It should be noted that

only devices with two wireless interfaces (LTE and mmWave) can use outband D2D,

as these users have both D2D and cellular communication capabilities.

4.2.2 Phase I: BS-to-user Transmission

In our proposed scheme, for each user, there is one direct link from the BS to the

active user, and M − 1 one-hop relay links. We denote the k-th active user in the cell

1Users incentive for helping others has been studied in many literatures and is not the focus of

this thesis.



4.2 System Model and Proposed Hybird D2D-Cellular Scheme 123

of BS b, k ∈ {1, · · · , K} by user bk in this thesis. We also assume that each active

user has only a single data stream for simplicity. Then, let vbk ∈ CL×1 denote the

beamformer that BS b uses to transmit signals to user bk, and the transmitted signal

from BS b can be written as

xb =
K∑
j=1

vbksbk , (4.1)

where sbk is the message for user bk and E
[
s2
bk

]
= 1. We assume that sbk is chosen

from a Gaussian codebook and messages for different users are independent from

each other and from receiver noises. Collecting all beamformers vbk used by BS b, we

obtain the beamformer matrix Vb = [vb1 , · · · ,vbK ] ∈ CL×K . Then, the power budget

of each BS can be presented as

Tr (VbV
∗
b) ≤ PB. (4.2)

The directly received signal at user bk can be written as

ybk = hTb,bkvbksbk +
K∑
j=1
j 6=k

hTb,bkvbjsbj +
N∑
i=1
i 6=b

K∑
j=1
j 6=k

hTi,bkvijsij + nbk , (4.3)

where hi,bk ∈ CL×1, i ∈ {1, · · · , N}, represents the channel state information (CSI)

vector from BS i to user bk, and nbk is the received noise at user bk and follows

CN (0, σ2).

Due to the broadcasting property of the wireless channel, the relay nodes also

receive the transmitted signals from BS by “overhearing”. The received signals at the

m-th relay node of user bk, can be described as

ymbk =
N∑
i=1

K∑
j=1

(
hmi,bk

)T
vijsij + nmbk ,m ∈ {1, · · · ,M − 1} , (4.4)

where hmi,bk ∈ CL×1 is the channel coefficient from BS i to the m-th relay node of

user bk and nmbk ∼ CN (0, σ2) is the additive white Gaussian noise at the m-th relay

node of user bk. We consider a same level of thermal noise σ2 at different users for

simplicity.
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4.2.3 Phase II: Intra-cluster User Cooperation

D2D communications between users within a cluster are enabled in Phase II to realize

user cooperations and ultimately facilitate BS-to-user transmissions. We assume that

D2D communications take place at the mmWave frequency in this thesis.

Operations at each relay node

In this phase, relay nodes relay the received signals from Phase I to its helped active

users. The relaying strategy at each relay node is chosen as follows. We note that our

proposed scheme can be regarded as a general Gaussian relay channel, in which the

channel of first hop (BS-to-relay) is weak (low signal-to-noise ratio) and the channel of

second hop (relay-to-user) is relatively strong (high signal-to-noise ratio). Information

theoretic considerations reveal that the compress-and-forward strategy is appropriate

for such a relay channel [131]. Therefore, each observation at the m-th relay node of

user bk, y
m
bk

, is compressed and then forwarded to their active users.

We assume that the compression at each relay node is performed independently

to simplify the intra-cluster cooperation. The compression procedure is modeled as

the following forward test channel

ỹmbk = ymbk + embk , (4.5)

where embk ∈ C is the quantization noise independent of ymbk and it is assumed to

be Gaussian distributed with zero mean and variance qmbk . After performing this

compression at relay node m, the corresponding information rate of ŷmbk is

Cm
bk

= log

(
1 +

βmbk
qmbk

)
, (4.6)

where

βmbk =
N∑
i=1

K∑
j=1

(
hmi,bk

)T
vijv

∗
ij

((
hmi,bk

)T)∗
+ σ2. (4.7)

We can regard βmbk as a parameter related with the rate contribution of relay node m

to the user rate Rbk . Smaller βmbk leads to a lower information rate of the compressed

signal ŷmbk , while smaller quantization noise qmbk leads to a higher compression rate.
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Now let us denote by tc the frame duration of cellular transmissions and by Bc

the cellular bandwidth. Then, during one frame duration, the required number of

information bits to be transmitted from the m-th relay node to user bk is tcBcC
m
bk

.

Multiple access protocol

We now consider the multiple access aspect of multiple relay nodes transmitting to

their targeted cellular user. We note that for mmWave communications in a dense

network, the angles of arrive (AOAs) of signals from different relay nodes to one

destination user might be rather close, and these signals would interfere with each

other if they are transmitted simultaneously. Such interference can happen within one

cluster as well as between different clusters. For example, relay nodes may interfere

a un-targeted cellular user when their AOAs are close to the AOAs of the intended

signals at this cellular user.

Thus, the interference between simultaneous D2D transmissions must be managed.

One possible solution here is to consider non-orthogonal multiple access (NOMA)

from relay nodes to the destination user. However, the corresponding power alloca-

tion algorithm would be very complicated due to the large number of relay nodes.

In addition, it has been widely recognized that successive interference cancellation

(SIC) is required at the receiver for realizing NOMA, which would increase the imple-

mentation complexity at end-users. Furthermore, the error propagation issue of SIC

is usually difficult to deal with [132]. For this reason, this thesis adopts orthogonal

multiple access to avoid interference and to simplify the operations at end-users.

We propose orthogonal D2D transmissions as follows. As depicted in Fig. 4.2, we

adopt FDMA among different clusters and TDMA within one cluster.

Among different clusters, we assume that a same bandwidth of Bd is allocated

to each cluster. Thus, a bandwidth of KBd is required for serving all K active

users within one cell. To deal with D2D interference from adjacent cells, a multi-cell

frequency reuse model is used as depicted in Fig. 4.3.2 With this frequency reuse

2Denote the minimum distance between the sectors using the same frequency by dmin. Using a
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Figure 4.2. Proposed multiple access of D2D links. Here, f0 is the carrier
frequency of D2D links, and Bd is the bandwidth shared by one cluster. We
propose FDMA among different clusters and TMDA within one cluster.

Figure 4.3. Frequency reuse pattern of the proposed FDMA protocol.



4.2 System Model and Proposed Hybird D2D-Cellular Scheme 127

pattern, the total required bandwidth is 9KBd. This design makes use of the ample

bandwidth exhibited by the mmWave communications. For example, at the E-band

carrier frequency, a total of 10 GHz is available. We may allocate a typical 200

MHz bandwidth for each user allowing around 50 FDMA clusters, which is capable

of accommodating 5− 6 active cellular users within each cell.

Since FDMA and frequency reuse are employed, all clusters are allowed to trans-

mit simultaneously. Let us assume that a same time duration td is available for each

cluster in Phase II. Within each cluster, each relay node is allocated with an ex-

clusive transmission duration, which is the D2D resource allocation parameter to be

optimized. In this manner, interferences between D2D links are thoroughly avoided.

Denote by tmbk the allocated time duration to the D2D link from relay node m to

user bk. The D2D link constraint can then be described as

M−1∑
m=1

tmbk ≤ td, ∀b, k. (4.8)

Assuming a power budget PD for D2D transmissions at each relay node, we further

obtain that the actual channel capacity rmbk allowed by the D2D channel is

rmbk = log

(
1 +

PD
∣∣lmbk∣∣2

N0Bd

)
, (4.9)

where lmbk represents the channel coefficient of the D2D link from relay node m to

user bk, and N0 is noise power spectral density. Thus, we see that a total number of

tmbkBdr
m
bk

information bits can be transmitted via the D2D link from relay node m to

user bk.

Therefore, to guarantee no information loss through the D2D transmissions, for

them-th relay node of user bk, the number of transmitted information bits via the D2D

common path loss model in [133,134] and a power budget 20 dBm, we calculate that as long as dmin

is larger than 940 m, the D2D inter-cell interference is less than 5% of noise power (noise power

spectral density N0 = 169 dBm/Hz). From Fig. 4.3, we see that dmin larger than 940 m corresponds

to a cell radius no less than 235 m. This fits the current network setups. Therefore, with this

frequency reuse pattern, the inter-cell interference is negligible in determining the rate performance.
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link tmbkBdr
m
bk

must be larger than the required number of compression bits tcBcC
m
bk

.

That is to say, the condition tmbkBdr
m
bk
≥ tcBcC

m
bk

must be satisfied for any b, k,m. In

other words, we see that the allocated time duration for the m-th relay node of user

bk must satisfy

tmbk ≥
tcBcC

m
bk

Bdrmbk
, ∀b, k,m. (4.10)

The ratio tcBc
Bd

can be regarded as a constant determined by system parameters. We

see that the larger the required compression information rate Cm
bk

and the smaller the

actual channel capacity rmbk , the more D2D time resource is required for relay node

m.

Remark 4.1. Phase I and Phase II must happen consecutively without overlapping.

This is because in our design, one relay node is required to deliver information to the

active user in Phase II, after collecting all the received signals from Phase I.

4.2.4 Equivalent Transmission Model

As illustrated in Fig. 4.4, for active user bk, upon collecting all the compressed

observations ŷmbk from its relay nodes in Phase II and its direct observation ybk , the

received signals at user bk can be arranged as

ybk =
[
ỹ1
bk

ỹ2
bk
· · · ỹM−1

bk
ybk

]T
. (4.11)

The equivalent transmission model from BS b to user bk can be further written

as

ybk =
N∑
i=1

K∑
j=1

Hi,bkvijsij + nbk + ebk , (4.12)

where

Hi,bk =
[

h1
i,bk

h2
i,bk
· · · hM−1

i,bk
hi,bk

]T
∈ CM×L, (4.13)

nbk =
[
n1
bk

n2
bk
· · · nM−1

bk
nbk

]T
∈ CM×1, (4.14)

and

ebk =
[
e1
bk

e2
bk
· · · eM−1

bk
0
]T
∈ CM×1. (4.15)
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Figure 4.4. Equivalent model of the proposed scheme.

We see that nbk is a collection of M i.i.d. Gaussian random variables and nbk ∼

CN (0, σ2IM). The vector ebk collects independent quantization noises from relay

nodes, whose last element is zero since there is no quantization noise in the direct

BS-to-user transmission.

Thus, by jointly processing the compressed observations ỹ1
bk
, · · · , ỹM−1

bk
and

the direct observation ybk , user bk and its relay nodes realize a distributed-MIMO

channel. Then, the achievable rate for user bk is written as

R̃bk = log
(
1 + v∗bkH

∗
b,bk

J−1
bk

Hb,bkvbk
)
, (4.16)

where

Jbk =
K∑
j=1
j 6=k

Hb,bkvbjv
∗
bj

H∗b,bk +
N∑
i=1
i 6=b

K∑
j=1
j 6=k

Hi,bkvijv
∗
ij
H∗i,bk + σ2IM +

 Qbk 0

0 0

 , (4.17)

and

Qbk =


q1
bk

0 · · · · · ·

0 q2
bk

0 · · ·

· · · 0 · · · 0

· · · · · · 0 qM−1
bk

 . (4.18)
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Considering the fact that Phase I and Phase II happens consecutively, the actual

information rate of user bk is

Rbk =
tc

td + tc
R̃bk . (4.19)

We see that by permitting adjacent users to cooperate with each other, users lo-

cated in different locations can form a virtual antenna array. This allows the deploy-

ment of MIMO techniques to single-antenna users and enhances the channel capacity

by diversity gain.

We further notice that with the multiple observations at each user, receive beam-

forming is also required for our proposed scheme to better realize the MIMO capacity.

In this thesis, we treat interference as noise and consider a linear receive beamforming

strategy. So the estimated message is given by

ŝbk = u∗bkybk , (4.20)

where ubk =
[
u1
bk
, u2

bk
, · · · , uMbk

]
∈ CM×1 is the receive beamformer at the user bk. We

see that the receive beamformer is also a parameter to be optimized.

4.2.5 Problem Formulation

Under the context of the multi-cell interfering broadcast channel, a popular utility

maximization problem is to find the optimal transmit and receive beamformers, so

that the sum-rate
N∑
b=1

K∑
k=1

Rbk is maximized. On top of this, we note that the resource

allocation for D2D links is also important for our proposed scheme. This is because

from (4.6) and (4.10) we see that the quantization noise variance matrix Qbk is deter-

mined by the allocated time duration tmbk of D2D links, which ultimately affects the

user rate Rbk . This section formulates a problem of multicell sum-rate maximization

by jointly optimizing transmit beamformers, receive beamformers and quantization

noise variance matrices. We also note that the CSI knowledge in this thesis includes

the CSI from BSs to active users as well as that from BSs to relay nodes.

Intuitively, there are two primary factors affecting the allocated time duration tmbk

for each relay node: one is its rate contribution to cellular user rate Rbk , brought by
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the cellular observation ymbk at relay node m, and the other is the D2D link quality

from relay node m to user bk. These two factors may vary at different relay nodes

due to different cellular and D2D channel realizations. It is immediate to see that if a

relay node has very weak cellular observations and poor D2D connections, we should

avoid allocating much transmission time to it. And it is also obvious that a relay node

with strong cellular observations and good D2D connections should be allocated with

a fairly amount of transmission time. However, for the cases between these extreme

situations, how do we quantitatively allocate a reasonable transmission time for each

relay node? This D2D resource allocation problem is important yet challenging since

there is not a straightforward relationship between the individual cellular observation

at each relay node, the D2D link quality and the rate of the destination user.

In this thesis, the network utility maximization problem can now be formulated

as follows.

P0 :

max
vbk,ubk ,t

m
bk

N∑
b=1

K∑
k=1

Rbk

s.t.


C1: tmbk ≥

tcBcCmbk
Bdr

m
bk

,∀m, b, k

C2:
M−1∑
m=1

tmbk ≤ td,∀b, k

C3: Tr (VbV
∗
b) ≤ PB,∀b

,

(4.21)

where Rbk is defined as in (4.19), C1 is the information flow constraint that accounts

for lossless information passing through D2D links, C2 is the transmission time con-

straint for D2D links and C3 is the BS transmission power constraint.

We see that C1 must be satisfied with equality, i.e.,

tmbk =
tcBcC

m
bk

Bdrmbk
, (4.22)

This is because the objective function monotonically decreases with qmbk , which also

decreases with the capacity of the D2D link Cm
bk

. To maximize Rbk , C
m
bk

should be as

large as possible.

To better understand the property of problem P0, we transform it into optimizing

over the quantization noise covariance qmbk instead of the allocated time tmbk as follows.
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Denote

wmbk =
tcBc

tdBdrmbk
, (4.23)

which can be interpreted as a parameter measuring the D2D link quality. The smaller

the wmbk is, the better the D2D link is. Thus, using this notation and together with

(4.6), we combine C1, C2 and obtain the new D2D link constraints as C4:
M−1∑
m=1

wmbk log

(
1 +

βmbk
qmbk

)
≤ 1.

C5: qmbk ≥ 0.

(4.24)

Then, we obtain the following problem

P1 :
max

vbk,ubk ,q
m
bk

N∑
b=1

K∑
k=1

Rbk

s.t. C3, C4, C5

(4.25)

We see that P1 is not a convex problem. The major difficulty in solving P1 arises from

the fact that the objective function and the constraints are both concave in transmit

beamformer vbk and convex in quantization noise covariance qmbk .

4.3 Enhanced Rate-performance of Cellular Users

In this section, we propose a two-step iterative optimization method for the formu-

lated problem P1. In the following, we show that for given beamformers vb,k, ub,k, the

optimization of the quantization noise covariance qmbk can be transformed into a con-

vex problem and solved in closed-form by applying the Karush-Kuhn-Tucker (KKT)

conditions. Then, the optimization of beamformers vbk , ubk under fixed quantization

noise covariance qmbk can be regarded as a general multi-cell sum-rate maximization

problem. An iterative optimization algorithm is proposed between the two steps,

leading to an appropriate use of D2D links.
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4.3.1 Optimized D2D Resource Allocation

We first assume that all transmit and receive beamformers are fixed. Then, for given

beamformers vbk and ubk , the problem of quantization noise covariance optimization

at the relay node for each single-antenna user can be described as follows.

P2 :
max
qmbk

Rbk

s.t. C4, C5

(4.26)

Problem P2 here is a non-convex problem and we transform it to a convex problem as

follows. Note that P2 is equivalent to minimizing the mean square error (MSE) since

a single user rate is considered. Thus, instead of solving P2, we study the following

problem.

P3 :
min
qmbk

MSEbk

s.t. C4, C5

(4.27)

where

MSEbk = E [(ŝbk − sbk) (ŝbk − sbk)
∗] (4.28)

= u∗bk

(
N∑
i=1

K∑
j=1

Hi,bkvijv
∗
ij
H∗i,bk + σ2IM

)
ubk (4.29)

+u∗bk

 Qbk 0

0 0

ubk − 2 Re
{
u∗bkHb,bkvbk

}
=

M−1∑
m=1

qmbku
m∗
bk
umbk + Const. (4.30)

Then, by substituting (4.6) into (4.30), we have

P4 :

min
Cmbk

M−1∑
m=1

βmbk
um∗bk

umbk

2
Cm
bk−1

s.t.
M−1∑
m=1

wmbkC
m
bk
≤ 1 & Cm

bk
≥ 0.

(4.31)

We see that the above problem is a convex optimization problem, since the constraint

is linear and the objective function is convex, which can be verified by taking the
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second derivative in Cm
bk

. Now introducing Lagrange multiplier µ and λ ∈ RM−1, µ,

λ ≥ 0, we form the Lagrangian

L
(
Cm
bk
, µ,λ

)
=
M−1∑
m=1

βmbku
m∗
bk
umbk

2
Cmbk − 1

+ µ

(
M−1∑
m=1

wmbkC
m
bk
− 1

)
−

M−1∑
m=1

λkC
m
bk
. (4.32)

Taking the derivative of the above with respect to Cm
bk

, we apply the KKT condition

as follows.
∂L

Cm
bk

= −
βmbku

m∗
bk
umbk(

2
Cmbk − 1

)2 2
Cmbk ln 2+µwmbk − λk = 0. (4.33)

Note that λk = 0 whenever Cm
bk
> 0. Now, the optimal Cm

bk
must satisfy the D2D

constraint C4 with equality, i.e.,

M−1∑
m=1

wmbkC
m
bk

= 1. (4.34)

This is because the objective function in P4 monotonically decreases with Cm
bk

. Solving

the condition (4.33), we obtain the following optimal Cm
bk

as

(
Cm
bk

)∗
= log

(
a+ 2 +

√
a2 + 4a

2

)
, (4.35)

where

a =
um∗bk u

m
bk

ln 2

µ
·
βmbk
wmbk

(4.36)

and µ is chosen such that (4.34) is satisfied.

We see the parameter a here represents a quantitative and comprehensive descrip-

tion of the cellular observation strength and the D2D link quality of relay node m.

Especially, the ratio
βmbk
wmbk

is the ultimate parameter when allocating D2D resources.

Recall that βmbk represents the cellular rate contribution while wmbk indicates the D2D

link quality. This water-filling like solution means that we should always allocate more

time to relay nodes with strong cellular observations and good D2D link qualities.

Remark 4.2. With (4.22) and (4.23), we have

tmbk = tdw
m
bk
Cm
bk
. (4.37)
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With the solution for optimal Cm
bk

in (4.35), we then notice that the cellular rate con-

tribution parameter βmbk affects the allocated time duration tmbk through a log function.

The saturation of log function at a large-value variable indicates that if the received

signals at all relay nodes are strong (βmbk large for all m), the D2D link quality wmbk

is the main issue to be considered when allocating the D2D time resources within one

cluster. On the other hand, when the D2D link qualities of the relay nodes are roughly

at the same level within one cluster, a small tmbk for relay node m means that the rate

contribution from relay node m to the destination bk is rather negligible. In this case,

we can remove relay node m to save its power. Thus, this solution can be used as a

criterion of selecting relay nodes when determining user clusters.

4.3.2 Joint Optimization of Tx. Beamformer and Rx. Beam-

former

With the optimized D2D allocation and corresponding quantization noise variances at

relay nodes, we then consider the beamformer optimization for our proposed scheme

as follows.

P5 :
max
vbk,ubk

N∑
b=1

K∑
k=1

Rbk

s.t. C3.

(4.38)

We note that such a sum-rate maximization problem has been intensely addressed

in many literatures. Especially, if considering coordinated beamforming at different

BSs, a weighted minimum mean square error (WMMSE) approach has been proposed

to solve a similar problem [135] and shown great effectiveness though numerical exper-

iments. However, this method has a high computation complexity when considering

a large multi-cell model with multiple antennas at each user. Since our focus here is

to study the benefits of user cooperations in the cellular network, we do not consider

high-complexity algorithms for BS cooperations in this thesis.

Instead, we assume a simple situation that each BS performs random scheduling

and zero-forcing beamforming for the active users within its own cell. Under this
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assumption, the benefits of user cooperations through D2D links alone are examined

and advanced BS cooperations can be further carried out on top of our proposed

scheme.

Given the considered non-cooperative BSs, we adopt a random scheduling strategy

at each BS as follows. In each cell, S out of the K active users are randomly scheduled

and all K users must have been scheduled once after
⌈
K
S

⌉
frame durations3. Denote

by Sb,t the set of scheduled users in the cell of BS b at time t, t ∈
{

1, , · · · ,
⌈
K
S

⌉}
.

Then, problem P5 becomes

P6 :

∀t, max
vbk,ubk

N∑
b=1

K∑
k=1

Rbk

s.t.

 C3,

∀bk /∈ Sb,t,vbk = 0.

Then, the actual rate of user bk is

Rbk =
S

K
Rbk , (4.39)

since each user is served every K
S

frame durations.

For each scheduled user bs, fixing all the transmit beamformers and minimizing

the MSE, we obtain the well-known MMSE receiver:

ubk = J−1
bk

Hb,bkvbk . (4.40)

Then, the equivalent channel from BS b to user bk can be seen as h̃bk =
(
u∗bkHb,bk

)T
.

Collecting all h̃bk for scheduled users of BS b at time-slot t, we have H̃b =
[
· · · , h̃bk , · · ·

]T
.

Zero-forcing transmit beamforming can be easily applied using the pseudo inverse of

H̃b [136], i.e.,

Vb = H̃†b = H̃∗b

(
H̃bH̃

∗
b

)−1

. (4.41)

We then propose an iterative approach for solving P1. Specifically, we first find the

optimal quantization noise covariance qbk for given beamformers using the solution

in Section 4.3, and then find the optimal ubk for given transmit beamformers and

3Note that K
S is usually set to be an integer number for simplicity.



4.3 Enhanced Rate-performance of Cellular Users 137

Algorithm 4.1 Resource Allocation Algorithm

1: Initialization:

2: Generate the random user scheduling sets: ∀b, randomly generate K
S

integer sets

Sb,t, t ∈
{

1, · · · , K
S

}
such that ∪

t
Sb,t = {1, · · · , K} and Sb,t1∩Sb,t2 , for any t1 6= t2.

3: Set vbk such that Tr
(
vbkv

∗
bk

)
= PB

S
and vTbkvbj = 0, ∀b, k, j 6= k.

4: Let Qbk = 0M , compute the MMSE receiver ubk according to (4.40), ∀b, k.

5: for t← 1 to t← K
S

do

6: repeat

7: ∀b, k ∈ Sb,t
8: 1. Compute Qbk according to (4.35) and (4.36).

9: 2. Update ubk according to (4.40).

10: 3. Compute the achievable rate Rbk according to (4.19).

11: 4. Find the ZF transmit beamformer vbk under above ubk , according to

(4.41).

12: until convergence

13: end for

14: Compute the actual rate for each user: Rbk = S
K
Rbk , ∀b, k.
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quantization noise covariances using (4.40). Then the transmit beamformer vbk is

updated based on (4.41). By doing so, we integrate two optimization problems P4

and P5, and thus jointly optimize the cellular and D2D resource allocation. We use

Algorithm 1 to further illustrate our proposed resource allocation algorithm.

4.4 Numerical Results

In this section, numerical simulations are conducted to show the effectiveness of the

proposed algorithms.

4.4.1 Simulation Setups

To fully demonstrate the inter-cell interference mitigation, we consider a 19-cell

wrapped-around network with the simulation parameters listed in Table 4.1. Each

cell is a regular hexagon with a single BS located at the center, within which cellular

users are randomly distributed as shown in Fig. 4.5a. A circle centered at the each

cellular user with a radius of dmax illustrate the user clustering as shown in Fig. 4.5b.

The cellular wireless channel is centered at a frequency of 2 GHz and has a band-

width Bc = 20 MHz, following the 3GPP LTE-A standard. The mmWave wireless

channel is centered at a frequency of 73 GHz, and has several orthogonal sub-bands

of 200 MHz so that an exclusive bandwidth can be occupied by each cluster, which is

shared within one cluster via TDMA. The channel from the relay nodes to each cellu-

lar user is LoS, with the path loss given by 69.7 + 24log10(dm) dB [133]. In addition,

we consider a Nakagami fading with the Nakagami parameter α = 4 as assumed in

many mmWave D2D works. Each relay node is assumed to transmit at a fixed power

of 20 dBm with an antenna gain of 27 dBi [134].

We compare the performance of the following benchmark schemes with our pro-

posed scheme by extensive system-level simulations.

Benchmark scheme 1: No user cooperation. We assume that each single-
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Figure 4.5. 19-cell wrapped around network. Dots represent the active
cellular users and stars stand for the relay nodes. Each active cellular user
and its relay nodes are circled out by an oval, representing one cluster.

Table 4.1. SIMULATION PARAMETERS.

Cellular Layout Hexagonal 19-cell wrapped-around

Cellular bandwidth 20 MHz

Cellular frame duration 1.25 ms

D2D bandwidth for one cluster 200 MHz

Distance between cells 0.8 km

Max. D2D transmission range 100 m

Num. of users 20

Max. Tx power for BSs 43 dBm

Max. Tx power for Relay nodes 20 dBm [134]

Cellular Antenna gain 15 dBi

D2D Antenna gain(mmWave) 27 dBi [134]

Background noise 169dBm/Hz

Path loss from BS to user 128.1 + 37.6log10(dkm) dB

Path loss of D2D link 69.7 + 24log10(dm) dB [133]

Log-normal shadowing 8 dB

Rayleigh small scale fading 0 dB

Nakagami parameter of D2D links 4
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antenna user has no relay node. This can be regarded as the performance baseline.

If the rate performance of our proposed scheme is even worse than this benchmark,

there is no need to perform user cooperation as proposed.

Benchmark scheme 2: Ideal user cooperation. Consider an ideal case of

infinite D2D link capacity, which is obtained by assuming no quantization noise at

the relay nodes, i.e., fixing Qb,k = 0M . This can be seen as a performance upper

bound of our proposed scheme. In this case, since an infinite D2D link capacity is

assumed, having M − 1 relay nodes for each cellular user is equivalent to that each

user is equipped with M geographically dispersed receive antennas.

Benchmark scheme 3: Equal D2D resource allocation. Consider an equal

D2D resource allocation, where each relay node occupies a same length of transmission

time, i.e.,

tmbk =
td

M − 1
. (4.42)

Benchmark scheme 4: Multi-hop D2D cooperation. Consider a multi-

hop D2D cooperation scheme as in many literatures [112] [113]. Within one cluster,

the relay node with the strongest channel will decode the message from BS and

forward it to the user through the D2D connection. We assume that the cellular

and D2D transmissions happen consecutively with a negligible time delay caused by

establishing the relay link. Also, the D2D link capacity is much larger than the

cellular transmission rate. Thus, the achievable rate of user bk is the maximum rate

within its cluster, i.e.,

RMulti−hop
bk

= max
{
cbk ,max

m
cmbk

}
, (4.43)

where

cbk = log

1 +
hTb,bkvbkv

∗
bk

(
hTb,bk

)∗
K∑
j=1
j 6=k

hTb,bkvbjv
∗
bj

(
hTb,bk

)∗
+

N∑
i=1
i 6=b

K∑
j=1
j 6=k

hTi,bkvijv
∗
ij

(
hTi,bk

)∗
+ σ2

 , (4.44)
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and

cmbk = log

1 +

(
hmb,bk

)T
vbkv

∗
bk

((
hmb,bk

)T)∗
K∑
j=1
j 6=k

(
hmb,bk

)T
vbjv

∗
bj

((
hmb,bk

)T)∗
+

N∑
i=1
i 6=b

K∑
j=1
j 6=k

(
hmi,bk

)T
vijv

∗
ij

((
hmi,bk

)T)∗
+ σ2

 .

For above benchmark schemes and our proposed scheme, Algorithm 14 is executed

over T different channel realizations to measure the cellular rate performance by the

averaged long-term rate. We have T = 100 for the shown results in this thesis.

4.4.2 Simulation Results

How much performance gain can be achieved considering multiple anten-

nas at end-users?

In order to examine whether our proposed framework has stupendous potential under

practical system settings, we compare Benchmark scheme 1 and Benchmark scheme

2 to check how much rate improvement can be achieved under infinite D2D link

capacity.

We first examine the effects of the number of scheduled users S on the rate per-

formance. Fig. 4.6 shows the cumulative distributions of the long-term average user

rates, with various number of receive antennas M and number of scheduled users

S when the number of transmit antennas L = 4. Fig. 4.7 shows the cumulative

distributions with the same parameters except for L = 10. We notice that the case

M = 1 stands for the Benchmark scheme 1 without user cooperations. Comparing

Fig. 4.6a - Fig. 4.6d, we observe that when the number of receive antennas M is

limited, the relationship of rate performance and the number of scheduled users S is

not straightforward. For example, as shown in Fig. 4.6a, when L = 4 and there is no

relay node, scheduling 2 users at a time (S = 2) achieves the best performance. While

4If Benchmark scheme 1 and 4 is considered, omit the step 1 within each iteration.
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Figure 4.6. Cumulative distribution function of user data rate comparison
with different number of scheduled users S, the number of transmit antennas
at each BS L = 4, 19-cell wrapped-around.



4.4 Numerical Results 143

0 0.5 1 1.5 2 2.5 3 3.5 4
Spectrum Efficiency bit/s/Hz

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

 S  = 1
 S  = 2
 S  = 5
 S  = 10

(a) M = 1, Benchmark 1 (No user co-
operation).

0 0.5 1 1.5 2 2.5 3
Spectrum Efficiency bit/s/Hz

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

 S  = 1
 S  = 2
 S  = 5
 S  = 10

(b) M = 2, Benchmark 2 (Ideal coop-
eration).

0 1 2 3 4 5 6
Spectrum Efficiency bit/s/Hz

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

 S  = 1
 S  = 2
 S  = 5
 S  = 10

(c) M = 5, Benchmark 2 (Ideal coop-
eration).

0 1 2 3 4 5 6
Spectrum Efficiency bit/s/Hz

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

 S  = 1
 S  = 2
 S  = 5
 S  = 10

(d) M = 10, Benchmark 2 (Ideal co-
operation).

Figure 4.7. Cumulative distribution function of user data rate comparison
with different number of scheduled users S, the number of transmit antennas
at each BS L = 10, 19-cell wrapped-around.
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Figure 4.8. Cumulative distribution function of user data rate comparison
with different number of received antennas M .

with one relay node at each user, Fig. 4.6b shows that the case of S = 4 achieves the

best performance.

However, it is interesting to note that when the number of receive antennas M

exceeds a certain threshold, full loading the BS, i.e., setting the number of scheduled

users S to be equal to the number of BS transmit antennas L, is always the optimal

strategy. For instance, we see that full loading achieves the best SE when M ≥ 2 in

Fig. 4.6 and when M ≥ 5 in Fig. 4.7. This is a practical insight for designing user

scheduling of future multiple antenna systems.

Next, we eliminate the influence of the user scheduling and focus on examining

the benefits of user cooperations. That is, for given numbers of transmit and receive

antennas L, M , we pick up the cases with the best rate performance and then compare

their SE in Fig. 4.8a and Fig. 4.8b, respectively. We see that both figures show great

improvement in terms of rate performance of the cellular users as the number of receive

antennas M increases. For example, in Fig. 4.8b, when L = 10, an improvement up

to 4.5x is observed with M = 10 for the 50th percentile users compared with the case

of M = 1.

We list the rate improvement for the 10th and 50th percentile users when L = 4

in Table 4.2. A huge rate improvement is observed for both percentile users and
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the rate improvement increases as the number of receive antennas M increases. For

instance, when L = 4, compared with the non-cooperative Benchmark scheme 1, for

the 10th percentile user, we obtain a 117.7% rate improvement when M = 5, while

279.2% more rate is achieved when M = 10. Due to different user path loss, the rate

improvement is not linear with the number of receive antennas M as indicated by

MIMO theory. However, the improvement brought by this D2D cellular framework is

still significant and rather useful for encountering inter-cell interferences. In addition,

we also note that this improvement for low-rate users is especially meaningful since it

largely enhances the performance of cell-edge users and thus improves user experience.
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Table 4.2. User data rate comparisons, L = 4.

Scheme 10th Percentile Rate (Mbps) Gain 50th Percentile Rate (Mbps) Gain

Benchmark 1 (No-user-cooperation) 3.85 N/A 6.58 N/A

Benchmark 3 (Ideal - 1 relay node) 3.17 -17.7% 7.10 7.9%

Benchmark 3 (Ideal - 4 relay nodes) 8.38 117.7% 13.70 108.2%

Proposed (4 relay nodes) 6.25 62.3% 10.78 63.9%

Benchmark 3 (Ideal - 9 relay nodes) 14.60 279.2% 20.58 212.8%

Proposed (9 relay nodes) 9.69 151.7% 14.54 121.0%
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Figure 4.9. Cumulative distribution function of user data rate comparison with
Benchmark 3, L = 4, M = 10.

The effectiveness of our proposed resource allocation

Next, we consider the physical limits of D2D links and examine the effectiveness of

our proposed resource allocation algorithm. Fig. 4.9 and Fig. 4.10 compare the cu-

mulative distributions of the long-term average user rates for the Benchmark scheme 3

(equal allocation), the Benchmark scheme 4 (multi-hop) and our proposed algorithm.

We also show the curve of Benchmark 1 as a baseline and that of Benchmark 2 as an

upper bound in the figures.

Both figures demonstrate an impressive enhancement brought by our proposed

allocation algorithm. For example, if using the equal allocation strategy, the rate

performance shows a rather limited improvement. What’s worse, as shown in Fig.

4.9, when the D2D transmission time td = 0.05tc (tc is the cellular frame duration),

the rate might be even degraded since the small rate increase brought by the D2D

links cannot compensate the consumed time duration for D2D links. On the other

hand, we can see that our optimized allocation guarantees an improvement of user
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Figure 4.10. Cumulative distribution function of user data rate comparison with
Benchmark 3, L = 10, M = 10.

rate under different D2D transmission time td. We also observe that our proposed

algorithm, which utilizes a diversity gain, largely outperforms the Benchmark scheme

4 (multi-hop D2D cooperation) which achieves a power gain under various system

setups.

We also list the improvement for the 10th and 50th percentile users when L = 4

in Table 4.2. Similarly, we see that a huge rate improvement is observed for both

percentile users and the rate improvement increases as the number of relay nodes

M − 1 increases. Especially, a 2.5x improvement in terms of the 10th percentile user

rate is observed when each cellular user is helped by 9 standby users. It is interesting

to observe that the optimized D2D allocation for td = 0.15tc and td = 0.25tc achieves

almost the same rate performance. This can be interpreted as that the rate increase

brought by better D2D connections from td = 0.15tc and td = 0.25tc is cancelled by

the increasing consumed time duration on D2D links.

We further notice that although there seems a big gap from the rate performance
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of our optimized allocation to that of Benchmark 2, our curve is already close to the

ideal case if only assuming that the D2D link capacity is infinite. This is because the

gap here mainly comes from the average over the total transmission time (td + tc)

when calculating the rate, while in Benchmark 2 we have td = 0. If we also multiply

the ratio tc
td+tc

to the rate of Benchmark 2 (shown as “Adjusted Benchmark 2” in

Fig. 4.9 and Fig. 4.10), we can see that the rate of our proposed method td = 0.25tc

approaches that of Benchmark 2.

We would like to point out that the CSI from the BS to relay nodes is essential in

our scheme. This is because without the relay CSI, the transmit beamformer is still

designed based on a single receive antenna model, and thus the interference cannot

be effectively managed. Numerical results have also confirmed this and we do not

show here due to the length limit.

4.5 Conclusion

In this chapter, we exploited the D2D communication capability of standby users and

proposed a hybrid D2D-cellular scheme applying the distributed MIMO technology

to improve the data rate and user experience for cellular users. More specifically, a

virtual antenna array was formed by sharing antennas across different terminals to

realize the diversity gain of MIMO systems. To achieve this, mmWave D2D links

were considered to enable high data rate D2D communications. We then designed a

D2D multiple access protocol and formulated the optimization problem of joint cellu-

lar and D2D resource allocation for downlink transmissions of our proposed scheme.

We obtained a closed-form solution for the D2D resource allocation, which revealed

useful insights for D2D resource allocation. Extensive system-level simulations were

performed to demonstrate the effectiveness of the proposed scheme. Extensive system-

level simulations demonstrated that the rate performance of cellular users is signifi-

cantly improved through our proposed scheme and the resource allocation algorithm.
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Conclusion

This thesis studied advanced MIMO technology to exploit the degrees of freedom gain

under a variety of proposals for future wireless networks.

First, a new linear vector PNC scheme for a spatial multiplexing MIMO TWRC

where CSIT was not available are proposed in Chapter 2. Then, a new caching scheme

for a random wireless device-to-device (D2D) network was proposed in Chapter 3,

where each node is equipped with a local cache and intends to download files from

a prefixed library via D2D links. Last but not least, a hybrid D2D-cellular scheme

is proposed to make use of the standby users who possess D2D communication ca-

pabilities in close proximity to each other, and to improve the rate performance for

cellular users in Chapter 5. For the proposed three schemes, an optimized design and

corresponding performance analysis were presented respectively. In addition, a great

performance (symbol error rate, network throughput and average rate) improvement

of the proposed scheme and design were demonstrated through both analytical and

numerical results.

The author would like to conclude that although the topic of MIMO had been

the research focus during the last decade and seemed “old-fashioned” nowadays, the

tremendous “capacity boosting” capability of MIMO technology still makes it appeal-

ing in many proposals and will continue to play an important role in future wireless

151
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networks.
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[129] Erdös, Paul; Rényi, Alfréd , “On a classical problem of probability theory,”
Publ. Math. Inst. Hung. Acad. Sci., Ser. A 6, 215-220 (1961), 60C05.

[130] G. Fodor et al., “Design aspects of network assisted device-to-device communi-
cations,” IEEE Communications Magazine, vol. 50, no. 3, pp. 170-177, March
2012.



164 BIBLIOGRAPHY

[131] Abbas El Gamal and Young-Han Kim, “Network Information Theory,” Cam-
bridge University Press, 2011.

[132] Z. Wei, D. W. K. Ng, J. Yuan and H. M. Wang, “Optimal Resource Allocation
for Power-Efficient MC-NOMA With Imperfect Channel State Information,”
IEEE Transactions on Communications, vol. 65, no. 9, pp. 3944-3961, Sept.
2017.

[133] R. G. Stephen and R. Zhang, “Joint Millimeter-Wave Fronthaul and OFDMA
Resource Allocation in Ultra-Dense CRAN,” IEEE Transactions on Communi-
cations, vol. 65, no. 3, pp. 1411-1423, March 2017.

[134] T. S. Rappaport, G. R. MacCartney, M. K. Samimi, S. Sun, “Wideband
millimeter-wave propagation measurements and channel models for future wire-
less communication system design,” IEEE Transactions on Communications,
vol. 63, no. 9, pp. 3029-3056, Sep. 2015.

[135] Q. Shi, et al., “An Iteratively Weighted MMSE Approach to Distributed Sum-
Utility Maximization for a MIMO Interfering Broadcast Channel,” IEEE Trans-
actions on Signal Processing, vol. 59, no. 9, pp. 4331-4340, Sept. 2011.

[136] Taesang Yoo and A. Goldsmith, “On the optimality of multiantenna broadcast
scheduling using zero-forcing beamforming,” IEEE Journal on Selected Areas
in Communications, vol. 24, no. 3, pp. 528-541, March 2006.


	Ttile page - Advanced Multiple-Input and Multiple-Output Technology in WirelessCommunication Networks
	ABSTRACT
	ACKNOWLEDGEMENTS
	Contents
	Abbreviations
	List of Notations
	List of Figures
	List of Publications

	Chapter 1 - Overview
	Chapter 2 - Physical-layer Network Coding for MIMO Multi-way Relay Channel
	Chapter 3 - An Achievable Throughput Scaling Law of Wireless Device-to-device Caching Networks with Distributed MIMO and Hierarchical Cooperations
	Chapter 4 - Enhancing Cellular Performance through Device-to-Device Distributed MIMO
	Chapter 5 - Conclusion
	Bibliography

