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Abstract—In this paper, we consider cross-layer scheduling for
the downlink of amplify-and-forward (AF) relay-assisted orthog-
onal frequency-division multiple-access (OFDMA) networks. The
proposed cross-layer design takes into account the effects of imper-
fect channel-state information (CSI) at the transmitter (CSIT) in
slow fading. The rate, power, and subcarrier allocation policies are
optimized to maximize the system goodput (in bits per second per
hertz successfully received by the users). The optimization prob-
lem is solved by using dual decomposition, resulting in a highly
scalable distributed iterative resource-allocation algorithm. We
also investigate the asymptotic performance of the proposed sched-
uler with respect to (w.r.t.) the numbers of users and relays. We
find that the number of relays should grow faster than the number
of users to fully exploit the multiuser diversity (MUD) gain. On
the other hand, diversity from multiple relays can be exploited to
enhance system performance when the MUD gain is saturated due
to noise amplification at the AF relays. Furthermore, we introduce
a feedback-reduction scheme to reduce the computational burden
and the required amount of CSI feedback from the users to the
relays. Simulation results confirm the derived analytical results for
the growth of the system goodput and illustrate that the proposed
distributed cross-layer scheduler only requires a small number
of iterations to achieve practically the same performance as the
optimal centralized scheduler, even if the information exchanged
between the base station (BS) and the relays in each iteration is
quantized, and the proposed CSI feedback reduction scheme is
employed.

Index Terms—Amplify-and-forward (AF) relaying, cross-layer
scheduling, distributed resource allocation, dual decomposition,
imperfect channel-state information (CSI), multiuser diversity
(MUD).

I. INTRODUCTION

O RTHOGONAL frequency-division multiple access
(OFDMA) is a promising candidate for high-speed

wireless communication networks, such as Wireless Fidelity,
Worldwide Interoperability for Microwave Access (WiMAX),
and future fourth-generation wireless systems [1], due to its
high spectral efficiency and resistance to multipath fading. In an
OFDMA system, the fading coefficients of different subcarriers
are likely independent for different users, and by selecting the
best user for each subcarrier and adapting the corresponding
power, multiuser diversity (MUD) can fully be exploited. On
the other hand, cooperative relaying is an attractive technique
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to increase the range of communication systems and to enhance
the link reliability without incurring the high cost of additional
base station (BS) deployment. Different relaying strategies,
such as amplify-and-forward (AF), compress-and-forward,
and decode-and-forward, have been proposed in the literature
[2]–[4]. AF is particularly appealing as the relays only amplify
and linearly process the received signal, which leads to low-
complexity transceiver designs. More importantly, AF relays
are transparent to the adaptive modulation techniques that are
typically employed at the BS in today’s wireless standards. For
these reasons, AF was selected as one of the possible relaying
modes in IEEE 802.16j (mobile multihop relay) [5].

Recently, there has been a growing interest in combining
OFDMA/orthogonal frequency-division multiplexing (OFDM)
with relaying to enhance wireless system performance. In [6]
and [7], the authors study the power-allocation problem for AF
OFDM systems when all transceivers are equipped with single
antennas, whereas the case of multiple antennas is studied
in [4]. Both works assume that perfect global channel-state
information (CSI) of all links is available at the BS such that
the power allocation can be done optimally. Furthermore, cen-
tralized scheduling algorithms assuming perfect global CSI at
the BS have been proposed in, e.g., [8]–[10]. However, for these
centralized algorithms, the computational complexity at the BS
exponentially increases with the numbers of relays, users, and
subcarriers, and the overhead for CSI feedback becomes signif-
icant, which limits the scalability of the system. In addition,
in practice, perfect CSI at the transmitter (CSIT) is difficult
to obtain for the relay-to-user links due to the mobility of the
users. However, the ergodic channel capacity, which has been
adopted as a performance criterion in the existing literature [4],
[6]–[10], is a meaningful metric only when the channel is fast
fading or when perfect CSIT is available. In slow fading without
perfect CSIT, a channel outage occurs whenever the transmit
data rate exceeds the channel capacity due to the imperfect
CSIT. However, ergodic capacity fails to capture this effect.
Therefore, for practical implementation, scalable distributed-
scheduling algorithms that take into account imperfect CSIT
and converge fast to the optimal solution are needed. Moreover,
although it is well known that the system throughput scales with
the number of users K on the order of O(log log K) [11], [12]
in single-hop systems with perfect CSIT, it is unclear how the
system performance scales with the number of users and relays
in a relay-assisted OFDMA system with imperfect CSIT.

In this paper, we address the foregoing issues. For this pur-
pose, we formulate the scheduling problem in AF relay-assisted
OFDMA systems as an optimization problem. To make the
problem tractable, we transform it into a convex optimization
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problem by introducing time-sharing variables. Using dual
decomposition, the optimization problem is separated into a
master problem and several subproblems. Each relay solves its
own subproblem by utilizing its local CSI without any help
from other relays, whereas the BS solves the master problem
using a gradient method and updates the dual variables through
the concept of pricing. Therefore, the computational complexity
at the BS and the CSI feedback overhead are both significantly
reduced compared with optimal centralized scheduling. To even
further reduce the complexity and the signaling overhead, we
propose an efficient CSI feedback-reduction scheme for the CSI
feedback from the users to the relays. Furthermore, using tools
from extreme value theory, we analyze the asymptotic growth
of the system goodput if the proposed distributed scheduling
algorithm is employed. Simulation results illustrate the excel-
lent performance of the proposed algorithm and confirm the
asymptotic expressions for the system goodput. In particular,
our results show that large savings in computational complexity
and signaling overhead are possible with the proposed CSI
feedback-reduction scheme and a 3-bit quantization of the
information exchanged between the BS and the relays in each
iteration of the distributed algorithm at the expense of a small
degradation in performance.

The remainder of this paper is organized as follows: In
Section II, we introduce the OFDMA AF system model. In
Section III, we define the performance metric system good-
put and formulate the cross-layer design as an optimization
problem. In Section IV, the cross-layer optimization problem
is solved by dual decomposition, and extreme value theory is
used to evaluate the system performance for large numbers of
users and relays. Section V presents the numerical performance
results for the proposed distributed algorithm. In Section VI, we
conclude with a summary of the provided results.

II. ORTHOGONAL FREQUENCY-DIVISION MUTIPLE

ACCESS AMPLIFY-AND-FORWARD

RELAY NETWORK MODEL

In this section, after introducing the notation used in this
paper, we present the adopted network and channel models as
well as the assumptions regarding the availability of CSIT.

A. Notation

In this paper, the following conventions are adopted. O(g(x))
denotes an asymptotic upper bound. Specifically, f(x) =
O(g(x)) if limx→∞ |f(x)/g(x)| ≤ N for 0 < N < ∞. EX{·}
denotes the statistical expectation w.r.t. random variable X .
CN (μ, σ2) denotes a complex Gaussian random variable with
mean μ and variance σ2. 1(·) denotes an indicator function that
is 1 when the event is true and 0 otherwise. (x)+ = max{0, x}.
Q(a, b) is the generalized Macrum Q-function. Finally, all log-
arithms, unless further specified in the subscript, are assumed
to have base e.

B. Physical Layer Downlink OFDMA Model

We consider an OFDMA downlink relay-assisted packet-
transmission network that consists of one BS, K mobile users,

Fig. 1. Relay-assisted packet transmission system model with K = 9 users,
A = 3 sectors, and M = 3 relays.

and M relays. All transceivers have a single antenna. A single
cell with two ring-shaped boundary regions is studied. The
region between the inner boundary and the outer boundary
is divided into A sectors of equal size, as shown in Fig. 1,
and the users in a given sector are assigned to a group of
Ri > 0 relays such that M =

∑A
i=1 Ri. We assume that there

is no direct transmission between the BS and the mobile users
due to heavy blockage and long distance transmission.1 A
time-division channel allocation with two time slots is used
to facilitate orthogonal transmission [2]. In the first time slot,
the BS broadcasts its signal to the relay stations. Then, in
the second time slot, the relay stations amplify the previously
received signal and forward it to the corresponding users.

C. Channel Model

The channel impulse response is assumed to be time invariant
(slow fading) within a frame. We consider an OFDMA system
with nF subcarriers. In the first time slot, the (frequency-
domain) received symbol in subcarrier i ∈ {1, . . . , nF } at relay
m ∈ {1, . . . , M} for user k ∈ {1, . . . , K} is given by

Y
(k)
SRm,i =

√
P

(k)
SRm,ilSRm

HSRm,iX
(k)
i + ZSRm,i (1)

where X
(k)
i is the symbol transmitted to user k on subcarrier

i. lSRm
represents the path loss between the BS and the relay

m, and ZSRm,i is the additive white Gaussian noise (AWGN)

in subcarrier i at relay m. P
(k)
SRm,i is the transmit power for

the link between the BS and the relay m in subcarrier i for
user k. In practice, both the BS and the relays are placed in
relatively high positions, and hence, the number of blockages
or scatterers between them is limited, and a strong line of sight
is expected. Hence, the channel fading coefficients between
the BS and the relay m in subcarrier i, i.e., HSRm,i, are
modeled as Rician fading with Rician factor κ, i.e., HSRm,i ∼
CN (

√
κ/(1 + κ), 1/(1 + κ)). The received signal at relay m

1We assume that the resource allocation for relay-assisted users (located
between the inner and outer boundaries) and nonrelay assisted users (located
inside the inner boundary) is done separately. Since resource allocation for
nonrelay-assisted OFDMA systems has extensively been studied in the lit-
erature, we focus on the relay-assisted case in this paper. We note that a
joint resource allocation for nonrelay- and relay-assisted users would result
in a better system performance, but the computational complexity of a joint
optimization may be too high in practice.
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Fig. 2. Example for subcarrier mapping and power amplification at the mth
relay for users 1 and 2.

on subcarrier i is mapped to subcarrier j ∈ {1, . . . , nF } in the
second time slot to optimize performance [13], [14]. Further-
more, the signal in subcarrier j is amplified by a gain factor√

P
(k)
RDm,jG

(k)
RDm,i,j and forwarded to the destination, as shown

in Fig. 2, where P
(k)
RDm,j is the transmit power for the link

between relay m and user k in subcarrier j, and G
(k)
RDm,i,j

normalizes the input power of relay m in subcarrier i. The
signal received at user k in subcarrier j from relay m is given by

Y
(k)
RDm,i,j =

√
G

(k)
RDm,i,jP

(k)
RDm,j l

(k)
RDm

H
(k)
RDm,j

×
(√

P
(k)
SRm,ilSRm

HSRm,iX
(k)
i + ZSRm,i

)
+ Z

(k)
j (2)

where the variables P
(k)
RDm,j , l

(k)
RDm

, H
(k)
RDm,j , and Z

(k)
j are

defined in a similar manner as the corresponding variables for
the BS-to-relay links. Since the users are generally surrounded
by a large number of scatterers, we model the small-scale fading
coefficients between relay m and user k as Rayleigh distributed,
i.e., H

(k)
RDm,j ∼ CN (0, 1). To simplify the subsequent

mathematical expressions and without loss of generality, we
assume in the following a noise variance of N0 = 1 at all relay
and user stations. Based on this assumption and (2), the overall
receive SNR of user k using subcarrier pair (i, j) in the first
and second time slots through relay m can be expressed as

Γ(k)
eqm,i,j =

P
(k)
RDm,j l

(k)
RDm

∣∣∣H(k)
RDm,j

∣∣∣2 P
(k)
SRm,ilSRm

|HSRm,i|2

P
(k)
RDm,j l

(k)
RDm

∣∣∣H(k)
RDm,j

∣∣∣2 + 1∣∣G(k)
RDm,i,j

∣∣2
.

(3)

If the noise statistic is known at the relays, then a popular
choice for G

(k)
RDm,i,j is [2]∣∣∣G(k)
RDm,i,j

∣∣∣2 =
1

1 + P
(k)
SRm,ilSRm

|HSRm,i|2
(4)

which normalizes the instantaneous input power of relay m
in subcarrier i to 1. Substituting (4) into (3) yields the final
equivalent receive SNR as

Γ(k)
eqm,i,j =

P
(k)
SRm,ilSRm

|HSRm,i|2P (k)
RDm,j l

(k)
RDm

∣∣∣H(k)
RDm,j

∣∣∣2
1+P

(k)
SRm,ilSRm

|HSRm,i|2+P
(k)
RDm,j l

(k)
RDm

∣∣∣H(k)
RDm,j

∣∣∣2 .

(5)

D. CSI

The cross-layer optimization problem presented in the next
section can be solved either centrally at the BS or in a distrib-
uted fashion. For the centralized solution, the BS requires the
CSI of all BS-to-relay and relay-to-user links at the beginning
of each scheduling slot. In contrast, for the distributed solution,
the relays only require the CSI2 of their own BS-to-relay
and relay-to-user links, whereas the BS needs no CSI. In the
following, since large-scale fading is a slowly varying random
process that changes on the order of seconds, we assume that
the path loss coefficients lSRm

and l
(k)
RDm

, m ∈ {1, . . . , M},
k ∈ {1, . . . , K} can be estimated perfectly. For the small-scale
fading, we take into account the different natures of the BS-to-
relay and relay-to-user links. In particular, since both the BS
and the relays are static, the BS-to-relay links are assumed to
be time invariant. Thus, the BS-to-relay fading gains HSRm,i

,
m ∈ {1, . . . , M}, i ∈ {1, . . . , nF } can be reliably estimated
at the relays with negligible estimation error. Therefore, we
can assume perfect CSIT for the BS-to-relay links. On the
other hand, although we also assume that the users can obtain
perfect estimates of the relay-to-user fading gains H

(k)
RDm,j

,
m ∈ {1, . . . , M}, j ∈ {1, . . . , nF }, k ∈ {1, . . . , K}, the corre-
sponding CSI may be outdated at the relays (for the distributed
solution) and at the BS (for the centralized solution) because of
the mobility of the users. To capture this effect, we model the
small-scale fading CSIT of the link between user k and relay m
in subcarrier j as

Ĥ
(k)
RDm,j = H

(k)
RDm,j + ΔH

(k)
RDm,j , ΔH

(k)
RDm,j ∼CN

(
0, σ2

e

)
(6)

where H
(k)
RDm,j ∼ CN (0, 1) and ΔH

(k)
RDm,j ∼ CN (0, σ2

e) de-
note, respectively, the actual CSI and the CSIT error, which are
mutually uncorrelated. σ2

e is the variance of the CSIT error.

III. CROSS-LAYER DESIGN FOR ORTHOGONAL

FREQUENCY-DIVISION MULTIPLE ACCESS

AMPLIFY-AND-FORWARD RELAY SYSTEMS

In this section, we introduce the adopted system performance
metric and formulate the related cross-layer optimization prob-
lem. Since the adopted approach is based on information theory,
the buffers at the BS are assumed to be always full, and there
are no empty scheduling slots due to an insufficient number of
source packets at the buffers. To facilitate the formulation of the
cross-layer scheduling problem as an optimization problem, we
first introduce the following definitions.

Definition 1 (Subcarrier-Allocation Policy S): Let s
(k)
m,i,j be

the subcarrier assignment variable of user k in using subcarrier
pair (i, j) through relay m. The subcarrier-allocation policy is
given by S = {s(k)

m,i,j ∈ {0, 1},∀m, i, j, k}.

2We assume a frequency-division duplex system where the CSI of the relay-
to-user links is obtained through feedback from the users to the relays at the
beginning of each scheduling slot, whereas the CSI of the BS-to-relay links can
be obtained either in the handshaking phase or from a previous transmission.
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Definition 2 (Power-Allocation Policy P): Let P
(k)
SRm,i and

P
(k)
RDm,j be the transmit power of user k in using subcarrier

pair (i, j) through relay m. The power-allocation policy is
P = {P (k)

SRm,i, P
(k)
RDm,j ≥ 0,∀m, i, j, k} such that the total

power used is less than Pt.
Definition 3 (Rate-Allocation Policy R): Let r

(k)
m,i,j be the

scheduled data rate of user k using subcarrier pair (i, j) through
relay m in the first and second time slots. The rate-allocation
policy is given by R = {r(k)

m,i,j ≥ 0,∀m, i, j, k}.

A. Instantaneous Mutual Information and System Goodput

In this section, we define the adopted system performance
measure. Given perfect CSI at the receiver, the instantaneous
mutual information between the BS and the user k in subcarrier
pair (i, j) through relay m is given by

C
(k)
m,i,j =

1
2

log2

(
1 + Γ(k)

eqm,i,j

)
. (7)

In most existing cross-layer designs, the system performance
is measured in terms of ergodic capacity. This is a meaningful
measure when the schedulers have perfect CSIT or the channels
are fast fading (ergodic realizations of CSI within the encoding
frame) such that an arbitrarily small decoding error probability
can be achieved as long as the channel error-correction code
is strong enough. However, when the cross-layer schedulers
have imperfect CSIT in slow fading, a packet outage occurs
whenever the transmit data rate exceeds the instantaneous
channel capacity, even when channel capacity achieving cod-
ing is applied for error protection. This is because the actual
instantaneous mutual information is a random variable for both
the relays and the BS. In this case, ergodic capacity fails to
capture the effect of potential packet errors. Thus, using ergodic
capacity as a system performance measure may not be a good
choice in this situation since it fails to account for the penalty of
channel outage. To model the effect of packet errors, we adopt
the system goodput [15] as a performance measure. We first
define the instantaneous goodput of a packet transmission for
user k who is assigned to relay m as (in bits per second per
hertz successfully delivered to user k)

ρ(k)
m =

1
nF

nF∑
i=1

nF∑
j=1

s
(k)
m,i,jr

(k)
m,i,j × 1

(
r
(k)
m,i,j ≤C

(k)
m,i,j

)
. (8)

Next, we define Um as the set of users associated with relay
m. The average weighted system goodput is defined as the
total average bits per second per hertz successfully delivered
to the K mobile stations through the M relays (averaged over
multiple scheduling slots) and is given by

Ugoodput(P,R,S)

= E

{
M∑

m=1

∑
k∈Um

wkρ(k)
m

}
= EHSR,ĤRD

×
{

M∑
m=1

∑
k∈Um

wk

nF∑
i=1

nF∑
j=1

s
(k)
m,i,jr

(k)
m,i,j

nF
EHRDm

×
[
1
(
r
(k)
m,i,j ≤ C

(k)
m,i,j |HSRm

, ĤRDm
,Lm

)]}

=
1

nF
EHSR,ĤRD

×
{

M∑
m=1

∑
k∈Um

wk

nF∑
i=1

nF∑
j=1

s
(k)
m,i,jr

(k)
m,i,j

× Pr
[
r
(k)
m,i,j ≤ C

(k)
m,i,j |HSRm

, ĤRDm
,Lm

]
︸ ︷︷ ︸

conditional goodput prob.

}
(9)

where the weights wk > 0,
∑

k wk = K, which are specified
in the media access control (MAC) layer, allow the scheduler to
give different priorities to different users and to enforce certain
notions of fairness such as proportional fairness and max–min
fairness [16], [17]. Matrices HRD and HSR contain vectors
ĤRDm

and HSRm
, m ∈ {1, . . . , M}, respectively, and vectors

ĤRDm
, HSRm

, and Lm contain the estimated CSIT Ĥ
(k)
RDm,j

for all links from relay m to users k ∈ Um, the actual CSIT
HSRm,i for the link between the BS and the relay m, and the
path loss for all links involving relay m, respectively.

B. Problem Formulation for Cross-Layer Design

The cross-layer scheduling algorithm is responsible for the
resource allocation for relay-assisted transmission at every
scheduling slot. Based on the available CSI, the schedulers
compute the power, rate, and subcarrier-allocation policies
{P,R,S} to maximize the total average weighted system
goodput Ugoodput(P,R,S) for a target packet-outage proba-
bility ε(k) of user k. This leads to the following optimization
problem.

Problem 1 (Cross-Layer Optimization Problem): The opti-
mal power-allocation policy P∗, the rate-allocation policy R∗,
and the subcarrier-allocation policy S∗ are given by3

(P∗,R∗,S∗)=arg max
P,R,S

Ugoodput(P,R,S)

s.t. C1 : Pr
[
r
(k)
m,i,j >C

(k)
m,i,j |HSRm

, ĤRDm
,Lm

]
≤ε(k) ∀k, i, j

C2 :
M∑

m=1

∑
k∈Um

nF∑
i=1

nF∑
j=1

s
(k)
m,i,j

(
P

(k)
RDm,i+P

(k)
SRm,j

)
≤Pt

C3 :
M∑

m=1

∑
k∈Um

nF∑
i=1

s
(k)
m,i,j =1 ∀j

C4 :
M∑

m=1

∑
k∈Um

nF∑
j=1

s
(k)
m,i,j =1 ∀i

C5 : P
(k)
SRm,i, P

(k)
RDm,j ≥0 ∀m, i, j, k

C6 : s
(k)
m,i,j ∈ {0, 1} ∀m, i, j, k. (10)

3Finding the optimal value of wk to ensure target fairness is out of the scope
of this paper. An iterative method for finding the optimal wk is given in [18].
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Here, C1 represents a per-subcarrier packet outage-probability
constraint for user k. We note that other outage-probability
constraints, such as chunk-based outage constraints [19], can
be included in the problem formulation. However, the result-
ing optimization problem does not lend itself to an efficient
distributed solution. Therefore, in this paper, a per-subcarrier
outage constraint is imposed to obtain a tractable and scalable
scheduling and resource-allocation algorithm. Since the outage
probability is a good approximation for the frame error rate if
strong error-correction coding is applied for error protection in
slow fading [20], [21], C1 may be considered as a quality-of-
service constraint. C2 is a joint power constraint for the BS
and the relays with total maximum power Pt. Although, in a
practical system, the BS and the relays have different power
supplies, a joint power optimization provides useful insight into
the power usage of the whole system rather than the per-hop
required power. Moreover, for separate power constraints for
the BS and the relays [4], [22], a distributed implementation of
the resource allocation with provable convergence to the glob-
ally optimal solution does not seem possible. Thus, to obtain
first-order system design insight and a highly scalable resource-
allocation algorithm for relay-assisted OFDMA networks, a
joint power constraint is imposed in this paper. Constraints C3,
C4, and C6 are imposed to guarantee that each subcarrier will
be used at most once in each time slot.

IV. CROSS-LAYER OPTIMIZATION SOLUTION

In this section, the cross-layer optimization problem is solved
by dual decomposition, and a practical distributed scheduling
algorithm is derived to alleviate the computational complexity
burden at the BS. In addition, to further reduce the signal-
ing overhead and the required signal processing, an efficient
feedback-reduction scheme is proposed for the CSI feedback
from the users to the relays. Furthermore, tools from extreme
value theory are applied to analyze the system performance for
large numbers of users and relays.

A. Transformation of the Optimization Problem

For the derivation of an efficient distributed scheduling al-
gorithm, it is convenient to incorporate the outage-probability
constraint in C1 in (10) into the objective function. This is
possible if the constraint in C1 is fulfilled with equality for
the optimal solution, which is the case for the low outage
probabilities typically required in practical applications (e.g.,
ε(k) ≤ 0.1). Thus, in the following, we replace the “≤” sign
in C1 with a “=” sign, and the resulting optimization problem
may be viewed as a more constrained version of the original
problem [see (10)]. We are now ready to introduce the following
lemma.

Lemma 1 (Equivalent Data Rate Constraint):

Pr
[
r
(k)
m,i,j > C

(k)
m,i,j |HSRm

, ĤRDm
,Lm

]
= ε(k)

⇒ r
(k)
m,i,j =

1
2

log2

(
1 + Λ(k)

eqm,i,j

)
(11)

with equivalent receive SNR

Λ(k)
eqm,i,j

=
P

(k)
SRm,ilSRm

|HSRm,i|2P (k)
RDm,j l

(k)
RDm

F
−1(k)
RDm,j

(
ε(k)

)
1 + P

(k)
SRm,ilSRm

|HSRm,i|2 + P
(k)
RDm,j l

(k)
RDm

F
−1(k)
RDm,j

(
ε(k)

)
(12)

where F
−1(k)
RDm,j(ε

(k)) denotes the inverse cumulative distrib-
ution function (cdf) of a noncentral chi-square random vari-
able with 2 degrees of freedom and noncentrality parameter
|Ĥ(k)

RDm,j |2/σ2
e . The inverse function of the noncentral chi-

square cdf can be evaluated directly4 or be stored in a lookup
table in a practical implementation. Hence, by substituting (11)
into the original objective function [see (9)], a new objective
function that incorporates outage can be obtained.

Proof: See Appendix A. �
The cross-layer scheduling problem is now a mixed combina-

torial and nonconvex optimization problem, which is NP-hard.
The combinatorial nature comes from the integer constraint
for subcarrier allocation, whereas the nonconvexity is caused
by the power-allocation variables in the objective function. A
sufficient condition for a function to be jointly concave w.r.t. its
variables is that its Hessian is negative semi-definite [23].
Unfortunately, this is not the case for the considered problem.
However, if the SNR of each link is high5 enough, then the
equivalent receive SNR in (12) can be approximated as

Λ(k)
eqm,i,j ≈

P
(k)
SRm,ilSRm

|HSRm,i|2P (k)
RDm,j l

(k)
RDm

F
−1(k)
RDm,j

(
ε(k)

)
P

(k)
SRm,ilSRm

|HSRm,i|2+P
(k)
RDm,j l

(k)
RDm

F
−1(k)
RDm,j

(
ε(k)

)
(13)

which leads to a jointly concave objective function w.r.t. the
power-allocation variables (cf. Appendix B). The next step is to
handle the combinatorial subcarrier assignment constraint. The
traditional brute force approach can be used to obtain a global
optimal solution but results in exponential complexity w.r.t. the
numbers of users and relays. To strike a balance between com-
plexity and optimality, we follow the approach in [25] and relax
s
(k)
m,i,j in constraint C6 to be a real value between zero and one

instead of a Boolean. Then, s
(k)
m,i,j can be interpreted as a time-

sharing factor for the K users to utilize the subcarrier pair (i, j)
through relay m. Although the relaxation of the subcarrier-
allocation constraint is generally suboptimal, the authors in [26]
analytically show that the duality gap due to the relaxation
becomes zero when the number of subcarriers goes to infinity.
Furthermore, since the power constraint is instantaneous, as far
as the optimization problem is concerned, the average weighted
system goodput maximization is equivalent to the maximization
of the instantaneous weighted goodput for each set of channel
gains, although both criteria are different in general. Thus,

4The inverse of the noncentral chi-square cdf is commonly implemented as
in-built function in software such as MATLAB.

5We note that the high SNR assumption seems reasonable for next-
generation wireless systems, which are being designed to provide high spectral
efficiencies [24]. Furthermore, the cross-layer scheduler will primarily select
users that experience high SNRs.
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by following a similar approach as in [27], the cross-layer
scheduling optimization problem can be transformed into the
following convex optimization problem.

Problem 2 (Transformed Cross-layer Optimization
Problem):

arg max
P,R,S

M∑
m=1

∑
k∈Um

wk

nF∑
i=1

nF∑
j=1

(
1 − ε(k)

)
s
(k)
m,i,j

2

× log2

(
1 +

Λ(k)
eqm,i,j

s
(k)
m,i,j

)

s.t. C2 :
M∑

m=1

∑
k∈Um

nF∑
i=1

nF∑
j=1

(
P̃

(k)
RDm,j + P̃

(k)
SRm,i

)
≤ Pt

C3, C4

C5 : P̃
(k)
SRm,i, P̃

(k)
RDm,j > 0 ∀m, i, j, k

C6 : 0 ≤ s
(k)
m,i,j ≤ 1 ∀m, i, j, k (14)

where P̃
(k)
SRm,i = P

(k)
SRm,is

(k)
m,i,j and P̃

(k)
RDm,j = P

(k)
RDm,js

(k)
m,i,j

are auxiliary power variables. Problem 2 is now jointly concave
w.r.t. the optimization variables (cf. Appendix B). Under some
mild conditions, as illustrated in [23], it can be shown that
strong duality holds, and the duality gap is equal to zero.
Therefore, centralized numerical methods, such as the interior-
point method and the ellipsoid method, can be used to solve
Problem 2, and convergence to the optimal solution in poly-
nomial time is guaranteed. On the other hand, centralized
algorithms such as those in [8], [9], and [28] are alterna-
tive approaches to solve the foregoing optimization problem.
However, all centralized methods require a large amount of
CSI feedback to the BS, and the computational complexity
exponentially increases w.r.t. the number of relays and users,
which may overload the BS. Therefore, a distributed solution is
preferable to alleviate the CSI overhead and the computational
complexity at the BS. Hence, in the following sections, a
distributed optimal solution for Problem 2 will be derived based
on dual decomposition.

B. Dual Problem Formulation

In this section, we formulate the dual for the considered
cross-layer scheduling optimization problem. For this purpose,
we first need the Lagrangian function of the primal problem.
Upon rearranging the terms, the Lagrangian can be written as

L(λ,γ,β,P,R,S)

=
M∑

m=1

∑
k∈Um

wk

nF∑
i=1

nF∑
j=1

(
1 − ε(k)

)
s
(k)
m,i,j

2

× log2

(
1 +

Λ(k)
eqm,i,j

s
(k)
m,i,j

)

− λ

M∑
m=1

∑
k∈Um

nF∑
i=1

nF∑
j=1

(
P̃

(k)
RDm,j + P̃

(k)
SRm,i

)

−
M∑

m=1

∑
k∈Um

nF∑
i=1

nF∑
j=1

βis
(k)
m,i,j

−
M∑

m=1

∑
k∈Um

nF∑
i=1

nF∑
j=1

γjs
(k)
m,i,j

+ λPt +
nF∑
j=1

γj +
nF∑
i=1

βi (15)

where λ is the Lagrange multiplier corresponding to the joint
power constraint, and γ and β are Lagrange multiplier vectors
associated with the subcarrier usage constraints with elements
γj , j ∈ {1, . . . , nF }, and βi, i ∈ {1, . . . , nF }, respectively.

Thus, the dual problem is given by

min
λ,γ,β≥0

max
P,R,S

L(λ,γ,β,P,R,S). (16)

In the following sections, we solve the preceding dual problem
in (16) by decomposing it into two parts: The first part is a
subproblem to be solved by each relay station, and the second
part is the master dual problem to be solved by the BS.

C. Distributed Solution—Subproblem for Each Relay Station

By dual decomposition, the dual problem in (16) can be de-
composed into a master problem and serval subproblems. The
dual problem can iteratively be solved, where in each iteration,
each relay solves one local subproblem with no assistance from
the other relays and passes its local solution to the BS, which
solves the master problem. The subproblem to be solved by
relay m is given by

max
P,R,S

Lm(λ,γ,β,P,R,S) (17)

with

Lm(λ,γ,β,P,R,S)

=
∑

k∈Um

wk

nF∑
i=1

nF∑
j=1

(
1 − ε(k)

)
s
(k)
m,i,j

2
log2

(
1 +

Λ(k)
eqm,i,j
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(k)
m,i,j

)

−
∑

k∈Um

nF∑
i=1

nF∑
j=1

βis
(k)
m,i,j −

∑
k∈Um

nF∑
i=1

nF∑
j=1

γjs
(k)
m,i,j

− λ
∑

k∈Um

nF∑
i=1

nF∑
j=1

(
P̃

(k)
RDm,j + P̃

(k)
SRm,i

)
(18)

where the Lagrange multipliers λ, γ, and β are provided
by the BS. Using standard optimization techniques and the
Karush–Kuhn–Tucker condition, the optimal power allocation
for subcarrier pair (i, j) is obtained as

P̃
(k)∗
SRm,i = s

(k)
m,i,jP

(k)∗
SRm,i

= s
(k)
m,i,j

(
wk

(
1 − ε(k)

)
/λ − Φ(k)

m,i,j

)+

/
(
1 + Ω(k)

m,i,j

)
(19)
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P̃
(k)∗
RDm,j = s

(k)
m,i,jP

(k)∗
RDm,j

= s
(k)
m,i,j

(
wk

(
1 − ε(k)

)
/λ − Φ(k)

m,i,j

)+

/

(
1 +

1

Ω(k)
m,i,j

)
(20)

where

Φ(k)
m,i,j =

(√
lSRm

|HSRm,i|2 +
√

l
(k)
RDm

F
−1(k)
RDm,j

(
ε(k)

))2

lSRm
|HSRm,i|2l(k)

RDm
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−1(k)
RDm,j

(
ε(k)

)
Ω(k)

m,i,j =

√
lSRm

|HSRm,i|2

l
(k)
RDm

F
−1(k)
RDm,j

(
ε(k)

) .
It can be observed that variables wk and ε(k) (provided by the
MAC layer) affect the power allocation by changing the water
level wk(1 − ε(k))/λ of user k. On the other hand, the optimal
rate allocation is given by

r
(k)∗
m,i,j =

1
2

log2

(
1 + Λ(k)∗

eqm,i,j

)
(21)

where Λ(k)∗
eqm,i,j is obtained by substituting P

(k)∗
RDm,j and P

(k)∗
SRm,i

into Λ(k)
eqm,i,j . To obtain the optimal subcarrier allocation, we

take the derivative of the subproblem w.r.t. s(t,k)∗
m,i,p and substitute

the optimal powers in (19) and (20) into the derivative, which
yields

∂Lm

∂s
(k)∗
m,i,j

∣∣∣∣∣ P̃
(k)
SRm,i

=P̃
(k)∗
SRm,i

P̃
(k)
RDm,j

=P̃
(k)∗
RDm,j

(22)

⇒ log2

(
1 + Λ(k)∗

eqm,i,j

)
−

Λ(k)∗
eqm,i,j

1 + Λ(k)∗
eqm,i,j︸ ︷︷ ︸

A
(k)
m,i,j

− 2(γj + βi)
(1 − ε(k))wk

. (23)

Thus, the subcarrier pair selection determined by relay station
m is given by

s
(k)∗
m,i,j =

{
1, if A

(k)
m,i,j ≥ 2(γj+βi)

wk(1−ε(k))
0, otherwise

. (24)

The dual variables βi and γj act as the global price in using
subcarrier pair (i, j). Only the user who has a sufficiently large
weight wk and good channel conditions in subcarrier pair (i, j)
is able to pay the price and be selected by the scheduler. We
observe from (19)–(21) and (24) that relay m, m ∈ {1, . . . , M}
only requires the CSI of its own BS-to-relay link, the imperfect
CSI of the relay-to-user links of the users in its own sector,
and the dual variables λ, γj , j ∈ {1, . . . , nF }, and βi, i ∈
{1, . . . , nF } supplied by the BS.

D. Solution of the Master Dual Problem at the BS

To solve the master problem at the BS, each relay calculates
the local resource usages and passes this information, i.e.,
r
(k)∗
m,i,j , s

∗(k)
m,i,j , P

(k)∗
SRm,i, and P

(k)∗
RDm,j , to the BS. Since the dual

function is differentiable, the gradient method can be used to
solve the minimization of the master problem in (16). The
solution is given by

γj(t + 1)

=

[
γj(t)−ξ1(t)

(
1−

M∑
m=1

∑
k∈Um

nF∑
i=1

s
(k)
m,i,j

)]+

∀j

βi(t + 1)

=

⎡
⎣βi(t)−ξ2(t)

⎛
⎝1−
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∑
k∈Um

nF∑
j=1

s
(k)
m,i,j

⎞
⎠
⎤
⎦+

∀i

λ(t+1)

=

⎡
⎣λ(t)−ξ3(t)×

⎛
⎝Pt−

M∑
m=1

∑
k∈Um

nF∑
i=1

nF∑
j=1

P̃
(k)
RDm,j+P̃

(k)
SRm,i

⎞
⎠
⎤
⎦+

(25)

where t is the iteration index, and ξ1(t), ξ2(t), and ξ3(t) are
the positive step sizes. Convergence to the optimal solution is
guaranteed if the chosen step sizes satisfy6 the infinite travel
condition [23], [29]

∞∑
t=1

ξi(t) = ∞, i ∈ {1, 2, 3}. (26)

The gradient update in (25) can be interpreted as the pricing-
adjustment rule of the demand and supply model in economics.
If the demand of the system resource exceeds the maximum
supply, then the gradient method will raise the price in the
next update; otherwise, it will reduce the price until at least
some users can afford it. By combining the gradient update
equations at the BS and the subcarrier-selection criterion in (24)
at the relays, all selected subcarrier pairs will be occupied by
one user only eventually. The overall algorithm is equivalent
to a centralized approach that finds the subcarrier pair that
maximizes the overall SNR in both links. In other words, for
each subcarrier in the relay-to-user links, the algorithm is trying
to find the best user to maximize the system goodput, and a
similar selection is performed in the BS-to-relay links where
the best relay is selected.

We note that there is no intersector interference in the consid-
ered system since the resource-allocation algorithm is applied
to the whole cell, and all sectors are competing for resources.
Equation (24) shows that, for the optimal solution, there is no
time sharing between the assigned subcarrier pairs, and thus,
intersector interference does not exist. In this paper, sectoring
is only used to limit the number of users assigned to a relay and,
thus, to limit the computational complexity per relay.

6We note that, for simplicity, for the results shown in Section V, constant
step sizes were adopted. Constant step sizes are easier to optimize than variable
step sizes and guarantee convergence to a close-to-optimal solution.
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Fig. 3. Flow chart of the proposed distributed scheduling algorithm.

Fig. 4. Timing diagram for the proposed distributed iterative cross-layer
scheduling algorithm.

We observe from (25) that the relays have to forward
their respective power and subcarrier allocation policies to the
BS. However, the BS does not require any form of CSI for
optimal resource allocation. Thus, the feedback overhead of
the resulting distributed algorithm is significantly lower than
that of centralized algorithms, particularly if the number of
users is large. The overall distributed algorithm is illustrated
in Fig. 3, and the corresponding timing diagram for cross-
layer scheduling is given in Fig. 4. The centralized brute force
approach at the BS requires O(Kn2

F ) operations, i.e., complex-
ity exponentially increases with the number of subcarriers. In
contrast, the complexity of the distributed scheduler at a given
relay is only O(n2

F K/M). Thus, the distributed algorithm
reduces the computational burden of the system considerably.
Nevertheless, the complexity of the distributed algorithm still
grows linearly with the number of users, and CSI feedback from
all users to all relays is required. Therefore, to further reduce

the complexity, in the next section, a CSI feedback reduction
scheme is introduced.

E. Feedback Reduction Scheme for Relay-to-User Links

In this section, a feedback-reduction scheme is introduced
such that only a subset of the users are required to feed back
their CSI to the corresponding relays. As a result, each relay
only needs to process a small set of user, which reduces the
computational load of the system. The basic idea is similar to
the SNR-based selective MUD scheme in [30]. However, our
proposed scheme is based on the subcarrier selection in (24)
rather than the SNR. In particular, from (24), we observe that
the subcarrier selection criterion in each relay is based on the
global resource usage (as indicated by the dual variables) and
the channel quality of the users. For a reasonably large number
of users K, it is very unlikely that a user with low A

(k)
m,i,j is

selected to use any subcarrier pairs. Therefore, CSI feedback
from these users and allocation of computational resources
to them are wasteful and should be avoided. In the proposed
feedback-reduction scheme, user k only feeds back its CSI of
subcarrier j to relay m when the feedback condition

l
(k)
RDm

F
−1(k)
RDm,j

(
ε(k)

)
≥
(

2
2Θth

wk(1−ε(k))
+1

− 1

)
2nF

Pt
(27)

is fulfilled, where Θth is a threshold, which can be used to
trade CSI feedback for performance. Equation (27) is derived
in Appendix C. Note that (27) involves only local CSI, which is
available at user k.

F. Asymptotic Analysis of AF Relay OFDMA System

In this section, we shall analyze the order growth of the
average system goodput w.r.t. the numbers of users K and
relays M . To obtain a tractable result, we focus on the study
of proportional-fair (PF) schedulers with long-term fairness
consideration. PF schedulers are popular because they allow
the striking of a balance between system capacity and fairness
among users and have been implemented in third-generation
cellular systems for delay-tolerant applications. In [31], it has
been shown that for long-term fairness, the PF scheduler sym-
metrizes the channel gain distribution of all users by adjusting
the weighting wk such that the path loss of the users is dis-
regarded, and the user selection is based on the instantaneous
independent identically distributed (i.i.d.) small-scale fading
channel gain only. Thus, each user is selected by the scheduler
with the same probability. Furthermore, we assume that all
selected users have the same outage probability requirement
ε(k) = ε, and the distance between the BS and the relays is the
same for simplicity.

The analysis is divided into three different scenarios. Case I
illustrates the system goodput for arbitrary large K and M . In
Case II, we consider an arbitrary large number of users K and
a growing number of relays M such that the ratio of these two
is given by limK,M→∞(K/M) → ∞. The physical meaning of
this scenario is that there are already many users in the system,
and a service provider may be interested in the gain achievable
by adding more relays. In Case III, we study an arbitrary large
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number of relays M and a growing number of users K for a
ratio that is given by limK,M→∞(M/K) → ∞. This scenario
corresponds to the case where there are many relays in the
system in the first place, and the number of users increases. The
results are summarized in the following theorem.

Theorem 1 (Asymptotic System Goodput for PF Scheduler):
In high SNR, the asymptotic system goodput for the PF sched-
uler can be generalized into the following three cases:

Ugoodput(P,R,S)

=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∑M
m=1

∑
k∈Um

wk

∑nF

i=1

∑nF

j=1

s
(k)
m,i,j

2nF

×O
(

log2

(
ν
(k)
m,j

δ
(k)
m,i

ν
(k)
m,j

+δ
(k)
m,i

))
, Case I

O
(
log2

(
log M
κ+1

))
, Case II

O
(
log2

((
1 − σ2

e

)
log K

))
, for 0 ≤ σ2

e < 1 Case III
(28)

where δ
(k)
m,i = P

(k)
SRm,ilSRm

(log M/(κ + 1), ν
(k)
m,j =

P
(k)
RDm,j lRDm

(1 − σ2
e) log K, and κ is the Rician factor

of the Rician fading in the BS-to-relay links.
Proof: Please refer to Appendix D. �

For a better illustration, we preserve some terms in Cases II
and III, which do not grow with either K or M . The results of
Cases II and III have a simple max-flow min-cut interpretation.
They illustrate that the maximum asymptotic growth of system
goodput in an AF system is limited by its bottleneck link.
Unlike the results of traditional multiuser systems, a large
number of users do not necessarily lead to a MUD gain due
to noise amplification in the AF relays. In Case II, the term
κ + 1 acts as a growth deduction factor because the line-of-
sight path reduces the channel fluctuations required to exploit
diversity. The analytical expression for Case II illustrates the
diversity gain achievable by increasing the number of relays if
the number of users is large. In particular, since the goodput
depends double logarithmically on the number of relays, the
relative improvement in system goodput reduces with growing
M . In Case III, the term (1 − σ2

e) acts as a penalty to the growth
of goodput due to imperfect CSIT. The asymptotic expression
in Case III shows that, to fully exploit the traditional MUD
gain O(log2((1 − σ2

e) log K)), the number of relays should
grow faster than the number of users, which corresponds to an
impractical scenario.

V. RESULTS

In this section, we evaluate the system performance using
simulations. A single cell with two ring-shaped boundary re-
gions is considered. The outer boundary and the inner boundary
have radii of 1 km and 500 m, respectively. The K users are
uniformly distributed between the inner and outer boundaries.
The M relay stations are equally distributed at the inner bound-
ary, and the cell is divided into A sectors of equal sizes. The
number of subcarriers is nF = 128, and the Third-Generation
Partnership Project path loss model is used [32]. The small-
scale fading coefficients of the BS-to-relay links are modeled
as i.i.d. Rician random variables with Rician factor κ = 6 dB,
whereas the small-scale fading coefficients of the relay-to-user

Fig. 5. Dual variable λ versus number of iterations with K = 15 users,
A = 3 sectors, M = 3 relays, packet outage probability ε(k) = 0.01, and
σ2

e = 0.01.

Fig. 6. Dual variable γ1 versus number of iterations with K = 15 users,
A = 3 sectors, M = 3 relays, packet outage probability ε(k) = 0.01, and
σ2

e = 0.01.

links are i.i.d. Rayleigh random variables. The target packet
outage probability is set to ε(k) = 0.01 ∀k ∈ {1, . . . , K} for
illustration. The average weighted system goodput is obtained
by counting the number of packets successfully decoded by all
users averaged over both macroscopic and microscopic fading.

A. Convergence of Distributed Algorithm and Signaling
Overhead Reduction

Figs. 5 and 6 illustrate the evolution of the Lagrange mul-
tipliers λ and γ1 of the distributed algorithm over time for
different maximum transmit powers Pt, K = 15 users, M =
3 relays, A = 3 sectors, and CSIT error variance σ2

e = 0.01.
Positive constant step sizes ξ1(t), ξ2(t), and ξ3(t), which were
optimized for fast convergence, were adopted. The results in
Figs. 5 and 6 were averaged over 1000 independent adaptation
processes. For comparison, Figs. 5 and 6 also contain results
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Fig. 7. Signaling overhead versus number of users for nF = 128, A = 3
sectors, and M = 3.

TABLE I
QUANTIZATION TABLE FOR THE FEEDBACK VARIABLES

for the realistic case where the information (dual variables
and solution of subproblems) exchanged between the BS and
the relays in each iteration is quantized to 3 bit. Thereby, the
quantizer was designed offline using the Lloyd–Max algorithm.
Figs. 5 and 6 show that the distributed algorithm converges fast
and typically achieves 90%–95% of the optimal value within
ten iterations. Thereby, quantization does not negatively affect
the speed of convergence but causes a small deviation from the
optimal value in the steady state, as expected.

Fig. 7 depicts the signaling overhead7 versus the number
of users for both the centralized scheme and the proposed
distributed algorithm with feedback reduction. The number of
bits used for quantization of the variables in this simulation is
listed in Table I. Basically, we quantize the channel informa-
tion of the relay-to-user links and the BS-to-relay links with
6 bits, the dual variables and the intermediate resource alloca-
tion results8 with 3 bits, and the final resource allocation result
with 6 bits. The threshold Θth defined in Section IV-E was
chosen such that the amount of CSI feedback from the users to
the relays is only 20% of the full feedback. For the centralized

7In this paper, “overhead” refers to the amount of feedback required for the
distributed iterative algorithm and centralized algorithm, respectively.

8Each relay station feeds back the intermediate resource allocation

results
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j=1
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∑nF

i=1
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∑nF

i=1

∑nF

j=1
(P̃

(k)
SRm,i + P̃

(k)
RDm,j) to solve the master problem

at the BS.

scheme, all channel gains fed back to the BS were quantized
with 6 bits.

It can be observed from Fig. 7 that the proposed distrib-
uted iterative algorithm (together with the feedback reduction
scheme) results in a significant decrease in signaling overhead
compared with the centralized scheduling algorithm, particu-
larly when the number of users in the system is large. However,
even for a comparatively small number of users (e.g., K = 30),
the amount of overhead for the distributed iterative algorithm is
still less than that of the centralized algorithm if the distributed
algorithm is limited to ten iterations. We will show in the next
section that ten iterations are typically enough to achieve a
close-to-optimal performance.

Remark 1: For demonstrating the time scale of the proposed
distributed iterative algorithm, a fixed WiMAX system is a
good example since we assume that both the BS and the relays
are in fixed positions. In the fixed WiMAX system, there are
195 OFDM symbols per frame, and each frame has a length
of 5 ms for a 10-MHz wideband system [33]. Suppose that
there are nF = 128 subcarriers. If each subcarrier is modulated
with 64 quadrature-amplitude modulation, then the data rate is
((1 × 128 × 6 × 195)/5 ms) × (5/6) = 24.96 Mbit/s if a code
rate of 5/6 is used. As illustrated in Fig. 7, 10 kB of overhead
is needed for K = 100 users and 20 iterations. Therefore, in
the considered case, the information exchange required for the
distributed algorithm takes ((10 × 1024 × 8)/24.96 Mbit/s) ≈
3 ms. Furthermore, for an OFDMA system with a central carrier
frequency of 2.5 GHz, the coherence time of the relay-to-user
links is roughly 10 ms and 43 ms for users with a mobility of
45 and 10 km/h [34], respectively. Therefore, the scheduling
and resource-allocation results obtained with the distributed
algorithm are still valid9 after 20 iterations.

B. Average System Goodput Versus Transmit Power and CSIT
Error Variance σ2

e

Fig. 8 depicts the average system goodput versus the transmit
power for K = 15 users, M = 3 relays, A = 3 sectors, and
CSIT error variance σ2

e = 0.01. In particular, the results for
the proposed distributed and centralized scheduling algorithms
are shown with maximum system goodput and PF scheduling
as design goals. The maximum goodput scheduling can be
obtained by using weights wk = 1 ∀k, whereas PF scheduling
is performed by adapting the weights of each user according
to [31]. For the centralized scheduler, the BS is assumed to
have the CSI of each link in the network to perform subcarrier
allocation based on an exhaustive search and optimal power
allocation based on a standard water-filling procedure as well as
rate adaption. As can be observed, even with only ten iterations,
the proposed distributed algorithm closely approaches the per-
formance of the optimal centralized scheduling algorithm for
both maximum goodput and PF scheduling. Furthermore, Fig. 8
shows that the proposed CSI feedback-reduction scheme and
quantization of the information exchanged by the BS and the

9The decoding time of signaling overhead at both the BS and the relays in
each iteration is negligible when compared with the coherence time in the slow
fading channel.
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Fig. 8. Average weighted system goodput versus total transmit power for
different scheduling algorithms with K = 15 users, A = 3 sectors, M = 3

relays, packet outage probability ε(k) = 0.01, and σ2
e = 0.01.

relays in each iteration cause only a small loss in performance
while significantly reducing the required signaling overhead
and computational complexity. Similarly, the threshold Θth

defined in Section IV-E was chosen such that the amount of
CSI feedback from the users to the relays is only 20% of the
full feedback. In other words, the CSI feedback and the signal
processing at the relay are reduced by 80%.

For comparison, Fig. 8 also contains the goodput for a base-
line round-robin scheduler in which subcarrier mapping is not
performed, and the optimal power is allocated in a centralized
manner to each subcarrier link. The performance of the baseline
scheme is always worse than that of the two proposed sched-
ulers. This is because the proposed schedulers can fully utilize
the CSI of both links to perform resource allocation, while the
baseline scheduler can only guarantee the outage requirement
without taking further advantage of the CSI. We note that, as
expected, the maximum goodput scheduler achieves a higher
average goodput than the PF scheduler since the latter only
considers the instantaneous small-scale fading and discards the
path-loss information of the users in the long run. However,
the superior average performance of the maximum goodput
scheduler comes at the expense of starving users with weak
channels, since only users with good channel conditions are
allocated nonzero power. On the contrary, the PF scheduler
maintains fairness among users such that each user has the same
channel-access probability by sacrificing performance.

Fig. 9 depicts the average system goodput versus the CSIT
error variance σ2

e of the proposed schedulers for K = 15 users,
M = 3 relays, A = 3 sectors, 20 iterations, and different trans-
mit powers. For comparison, we also show the goodput for
the case of 3-bit quantization and CSI feedback reduction with
20% feedback load. It can be observed that as the CSIT error
variance increases, the system performance decreases since the
proposed schedulers have to be less aggressive in the resource
allocation to satisfy the outage probability requirements of each
user. Unlike traditional cross-layer schedulers, the proposed

Fig. 9. Average weighted system goodput versus CSIT error variance σ2
e with

K = 15 users, A = 3 sectors, M = 3 relays, and packet outage probability
ε(k) = 0.01.

Fig. 10. Average weighted system goodput versus number of relays with
K = 300 users A = 3 sectors, packet outage probability ε(k) = 0.01, and
σ2

e = 0.01.

schedulers still achieve a reasonable performance for σ2
e → 1.

This is because the proposed schedulers consider the CSI
of both the BS-to-relay and relay-to-user links. Although the
scheduler has no accurate information of the small-scale fading
in the relay-to-user links when σ2

e → 1, power and rate adapta-
tion can still be performed based on the path-loss information
of users and the CSI of the BS-to-relay links. On the other hand,
the performance loss due to quantization and feedback reduc-
tion remains roughly constant over the entire range of CSIT
error variances, which suggests that the proposed schedulers are
robust to CSI errors.

C. Asymptotic System Goodput Performance of PF Scheduler
w.r.t. K and M

In this section, we focus on the asymptotic performance of
the PF scheduler w.r.t. the numbers of users K and relays
M for A = 3 sectors and CSIT error variance σ2

e = 0.01. To
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Fig. 11. Average weighted system goodput versus number of users with
M = 300 relays, A = 3 sectors, packet outage probability ε(k) = 0.01, and
σ2

e = 0.01.

confirm the order growth of the system goodput in different
scenarios, we do not perform quantization or feedback re-
duction in this section. Fig. 10 illustrates the average system
goodput versus the number of relays for K = 300 users and
different transmit powers. For comparison, we also plot the
average system goodput for nonfading BS-to-relay links (pure
AWGN channel) with the same total transmit power. The av-
erage system goodput grows with order O(log2(loge M/(κ +
1))), which matches the predicted asymptotic trend closely.
This result suggests that when the traditional MUD gain is
saturated due to noise amplification in the AF relays, another
form of diversity gain from the multiple relays can be exploited
to enhance system performance. Fig. 11 illustrates the average
system goodput as a function of the number of users K for
M = 300 relays for different total transmit powers. It can be
seen that the average system goodput follows the order growth
of O(log2((1 − σ2

e) log K)) closely. This result suggests that,
to fully exploit the MUD gain in the considered system, the

number of relay stations should grow faster than the number
of users to compensate for the noise amplification in the AF
process at the relay.

VI. CONCLUSION

In this paper, taking into account imperfect CSIT, the cross-
layer design of scheduling and resource allocation for AF relay-
assisted OFDMA downlink transmission has been formulated
as a mixed combinatorial and convex optimization problem.
Based on dual decomposition of the primal problem, a highly
scalable distributed resource-allocation algorithm is derived,
which requires only local CSIT at the relays. Furthermore, an
efficient CSI feedback reduction scheme is proposed, which al-
lows a significant reduction of both CSI feedback from the users
to the relays and the computational complexity at the relays.
The asymptotic order growth of the average system goodput in
terms of the number of users and relays is derived to obtain
useful system design insights. The asymptotic analysis reveals
that, to fully exploit the traditional MUD gain, the number of
relays should grow faster than the number of users, which is
impractical. On the other hand, diversity from multiple relays
can be obtained when the MUD gain is saturated due to noise
amplification in the AF relays. Our simulation results show
that the performance of the distributed algorithm approaches
that of the optimal centralized scheduler in a small number of
iterations, even if the proposed CSI feedback-reduction scheme
is employed, and the information exchanged between the BS
and the relays in each iteration is quantized to 3 bits, which
confirms the practicality of the proposed scheduler.

APPENDIX A
PROOF OF LEMMA 1

We assume that subcarrier pair (i, j) is used for transmission
in the first and second time slots through relay m for user k.
Let Υm = {HSRm

, ĤRDm
,Lm} for notational convenience.

Then, the outage probability in C1 is given by (29), shown
at the bottom of the page, where F

(k)
RDm,j(·) denotes the cdf
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of a noncentral chi-square random variable with 2 degrees of
freedom and noncentrality parameter |Ĥ(k)

RDm,j |2/σ2
e . Note that

P
(k)
SRm,ilSRm

|HSRm,i|2 > z since r
(k)
m,i,j will not exceed the

channel capacity of the BS-to-relay links as the corresponding
perfect CSI is available at the scheduler. Using the foregoing
result, the target outage probability in constraint C1 in (10) is
equivalent to
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where Λ(k)
eqm,i,j is defined in (12).

APPENDIX B
PROOF OF THE CONCAVITY OF PROBLEM 2

We first consider the concavity of a function
f(P (k)

SRm,i, P
(k)
RDm,j) = 1 + Λ(k)

eqm,i,j w.r.t. the power allocation

variables P
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−1(k)
RDm,j). Since the Hessian matrix only has

nonpositive eigenvalues, it is a negative semi-definite matrix,
and thus, 1 + Λ(k)

eqm,i,j is a concave function w.r.t. the
power-allocation variables. On the other hand, log2(·) is a
nondecreasing concave function, and thus, log2(1 + Λ(k)

eqm,i,j)
is a concave function as well.

Furthermore, the transformation from log2(1 + Λ(k)
eqm,i,j)

to s
(k)
m,i,j log2(1 + (Λ(k)

eqm,i,j/s
(k)
m,i,j)) is a perspective oper-

ation [23], and thus, concavity w.r.t. s
(k)
m,i,j is preserved.

Note also that for the function g(s(k)
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(k)
m,i,j)), it can be shown by L’Hôspital’s rule that

g(0) = 0, and thus, the case of s
(k)
m,i,j = 0 does not affect the

concavity of the objective function.

In summary, the foregoing considerations show that the
objective function in Problem 2 is jointly concave in the op-
timization variables.

APPENDIX C
DERIVATION OF FEEDBACK CONDITION

Let Θth be the threshold representing the global subcarrier
usage and replacing (γj + βi) in (24). Furthermore, assume that

the SNR is high such that Λ(k)
eqm,i,j/(1 + Λ(k)

eqm,i,j) ≈ 1 in (23).

With these assumptions and s
(k)
m,i,j = 1, based on (23) and (24),

we can establish the following upper bound:
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) . (32)

Interestingly, the first line in (32) does not involve the CSI of the
BS-to-relay links and only requires CSI information available to
user k. In addition, note that the upper bound in (32) becomes
tight if the relay-to-user channel is weak compared with the
BS-to-relay channel. Based on (32), the proposed user feedback
criterion can be obtained as

l
(k)
RDm

F
−1(k)
RDm,j

(
ε(k)

)
≥
(

2
2Θth

wk(1−ε(k))
+1

− 1

)
P

(k)
RDm,j

≈
(

2
2Θth

wk(1−ε(k))
+1

− 1

)
2nF

Pt
(33)

where the simplification in the last line is necessary since
the users do not know the final power allocation before the
schedulers perform the resource allocation.

APPENDIX D
ASYMPTOTIC ANALYSIS

The asymptotic analysis is divided into three parts. We first
introduce the following lemma from extreme value theory.10

Lemma 2 (Converging to Gumbel Distribution [35]): Let
{ζ1, ζ2, ζ3, . . . , ζZ} be a sequence of Z positive i.i.d. random
variables with probability density function (pdf) f(ζ) and cdf
F (ζ), which is twice differentiable for all ζ. Define ζmax =
max{ζ1, ζ2, ζ3, . . . , ζZ} as the maximum among the Z random
variables. If the growth function g(ζ) satisfies limζ→∞ g(ζ) =
limζ→∞((1 − F (ζ))/f(ζ)) = c, where c is a constant, then
ζmax − lZ converges in distribution to the Gumbel distribution
with cdf Ψ(ζ) = exp(−e−ζ), ζ ∈ R, where lZ is given by
F (lZ) = 1 − (1/Z). This result suggests that ζmax grows like
O(lZ) in the limiting case of Z → ∞.

10Since we are interested in the asymptotic performance of the PF scheduler
with long-term fairness, the selection of the relay-to-user links will be based on
the i.i.d. small-scale fading coefficients only [31], and thus, the extreme value
theory for i.i.d. random variables is applicable.
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In the second part, we use the foregoing lemma to de-
rive the order of growth of Rician fading and Rayleigh fad-
ing channel coefficients. Suppose that the random variables
{H1,H2, . . . , HM} are i.i.d. Rician random variables with
Rician factor κ. Let a = κ/(1 + κ), v = 1/(κ + 1), and let
ζi = |Hi|2. Then, the set {ζ1, ζ2, ζ3, . . . , ζM} represents the
magnitude square of the Rician random variables, and the tail
of the cdf and pdf of ζ for ζ → ∞ can be approximated by [36]
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)
. (34)

Therefore, the growth function is given by

lim
ζ→∞

g(ζ) = lim
ζ→∞

1 − F (ζ)
f(ζ)

=
1
v

(35)

which satisfies the sufficient condition in Lemma 2, and there-
fore, extreme value theory can be applied. From [37] and [38],
we have the following expression:

log
[
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= −ζ +
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(36)

where g′ and g′′ represent the first and second derivatives
of function g(·), respectively. lM is given by F (lM ) = 1 −
(1/M). Then, solving (36) for lM , we obtain

lM = (
√

v log M +
√

a)2 + O(log log M). (37)

Following [39] and substituting ζ = ± log log M in (36), we
can show that

Pr
{

(
√

v log M+
√

a)2−log log M ≤ζmax−O(log log M)
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(
1

log M

)
. (38)

Therefore, the growth of ζmax is given by O(log M/(κ + 1))
for sufficiently large M . Here, κ + 1 acts as a deduction factor
to the growth since most of the energy is concentrated in the
line-of-sight path, and thus, the channel fluctuation is small for
exploiting diversity.

Furthermore, we consider F
−1(k)
RDm,j(ε), k ∈ {1, 2, . . . ,K}, as

defined in Section IV-A, with ε(k) = ε. By a similar framework
as previously and [40], it can be shown that for CSIT error
variance σ2

e ∈ [0, 1), F
−1(k)
RDm,j(ε) grows with its noncentrality

parameter on the order of O((1 − σ2
e)|Ĥ(k)

RDm,j |2), and the

growth of max1≤k≤K |Ĥ(k)
RDm,j |2 is given by
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1
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. (39)

Hence, the growth of max1≤k≤K F
−1(k)
RDm,j(ε) is given by

O((1 − σ2
e) log K) for sufficiently large K, and the term (1 −

σ2
e) acts as a penalty on the MUD gain due to imperfect CSIT

for σ2
e ∈ [0, 1). In the final part, we combine the foregoing

results to prove the growth of system goodput in different
situations.

1) Case 1 (Asymptotic System Goodput for General Growth
of Numbers of Users K and Relays M ): From (38) and
(39), we observe that max1≤k≤K F

−1(k)
RDm,j(ε) grows with or-

der O((1 − σ2
e) log K), and the maximum magnitude square

among M Rician random variables grows with O(log M/κ) for
large K and M , respectively. Therefore, by considering only
the first-order growing terms, the growth of the average system
goodput can be written as
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where δ
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(k)
SRm,ilSRm

(log M/(κ + 1), and ν
(k)
m,j =

P
(k)
RDm,j lRDm

(1 − σ2
e) log K.

2) Case 2 (Asymptotic System Goodput for a Large Number
of Users K and a Growing Number of Relays M ): In this
case, we assume that the number of users K is always larger
than the number of relays M , and K grows with M such that
limK,M→∞(K/M) → ∞. From (39), there exists a K0 > 0
such that for K > K0, the growth of the maximum of the
inverse noncentral chi-square cdf among K users is bounded
by [(1 − σ2

e)(log K − log log K)] ≤ max1≤k≤K F
−1(k)
RDm,j(ε) ≤

[(1 − σ2
e)(log K + log log K)]. As a result, we can consider

the case for large M and K > K0. By only considering the
growing terms and using the fact that the maximum magni-
tude square among M Rician random variables grows with
O(log M/κ) for sufficiently large M and a large growing
number of relays M , the growth of the average system goodput
is given by
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(41)

where (a) is due to the assumption that limK,M→∞(K/M) →
∞, and (b) is because the channel coefficients of the BS-to-
relay links are identical distributed.

3) Case 3 (Asymptotic System Goodput for a Large Number
of Relays M and a Growing Number of Users K): In this
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case, we assume that the number of relays M is always larger
than the number of users K, and M grows with K such that
limK,M→∞(M/K) → ∞. By using the same arguments as in
Case II and (38), for a large growing number of users K, we
obtain for the growth of the average system goodput

Ugoodput(P,R,S)

(a)
≈
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log2
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e

)
log K

))
(42)

where (a) is due to the assumption that limK,M→∞(M/K) →
∞, and (b) is because the PF scheduler selects the users
according to the small-scale fading coefficient of the relay-to-
user links, which are identically distributed.
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