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Abstract—In this paper, we formulate an optimization problem
for resource allocation and scheduling in orthogonal frequency
division multiple access (OFDMA) networks. Our problem formu-
lation takes into account artificial noise generation to combat a
passive multiple antenna eavesdropper and the effects of imperfect
channel state information at the transmitter (CSIT) in slow fading.
The optimization problem is solved by dual decomposition which
results in an iterative resource allocation algorithm with a fast
speed of convergence. The packet data rate, secrecy data rate,
power, and subcarrier allocation policies are optimized to maxi-
mize the average secrecy outage capacity (bit/s/Hz securely and
successfully delivered to the users). Simulation results illustrate
that our proposed iterative algorithm converges to the optimal
solution in a small number of iterations and guarantees a non-
zero secrecy data rate for given target secrecy outage and channel
outage probability requirements.

I. INTRODUCTION

Orthogonal frequency division multiple access (OFDMA) is
a promising candidate for high speed wireless communication
networks including IEEE 802.16 Worldwide Interoperability for
Microwave Access (WiMAX), Long Term Evolution Advanced
(LTE-A), and IEEE 802.22 Wireless Regional Area Networks
(WRAN), not only because of its flexibility in resource alloca-
tion but also its robustness against multipath fading.

Recently, a large amount of work has been devoted to
information-theoretic physical layer (PHY) security [1]-[6], as a
complement to the traditional cryptographic encryption adopted
in the application layer. The pioneering work on PHY security
by Wyner [7] showed that a source and a destination can
exchange perfectly secure messages with a non-zero rate if
the desired receiver enjoys better channel conditions than the
passive eavesdropper(s). In [1] and [2], resource allocation in
multi-carrier systems with PHY security considerations were
studied for the case of single-user and two-user systems, re-
spectively. In these works, the channel state information (CSI)
of the eavesdroppers is assumed to be known at the base station
(BS) such that secure communication can be guaranteed. Yet,
eavesdroppers are usually passive and silent in order to hide
their existence. Thus, the CSI of the eavesdroppers cannot be
measured at the BS by estimating handshaking signals or be
obtained via feedback from the eavesdroppers. On the other
hand, secure communication systems employing multiple an-
tennas have been proposed in the absence of the eavesdropper’s
CSI. By exploiting the extra degrees of freedom in a multiple
antenna system, artificial noise or interference is generated in
the nullspace of the desired users for degrading the channels
of the eavesdroppers. In [3] and [4], the authors studied the
power allocation problem for maximizing the ergodic secrecy
capacity in single-user single-carrier systems with artificial
noise generation, assuming perfect channel state information
at the transmitters (CSIT) of the desired users is available.
However, the ergodic channel assumption cannot be justified
for delay sensitive applications in practice since the transmitted
packets of these applications experience quasi-static (slow)
fading. Hence, a secrecy outage occurs whenever the scheduled

secrecy data rate exceeds the secrecy capacity between the BS
and the eavesdropper(s), which introduces a quality of service
(QoS) concern for secrecy. In [6], the authors studied a resource
allocation algorithm which takes into account the artificial
noise generation and secrecy outage under the assumption of
perfect CSIT of the desired users. Yet, in practice, the CSI of
the desired users may be outdated at the transmitter even if
the users are moving with pedestrian speeds. Imperfect CSIT
introduces two kinds of performance degradations which have
been overlooked in the literature [1]-[6]. First, in quasi-static
fading with imperfect CSIT, a transmitted packet is corrupted
whenever the transmit data rate exceeds the channel capacity
between the active legitimate transceivers, despite the use of
channel capacity achieving codes for error protection. Second,
for imperfect CSIT, the artificial noise not only interferes the
eavesdropper, but also the desired users since their nullspace is
not exactly known. As a result, the optimization problem for-
mulation changes fundamentally and the studies in the literature
are not applicable. Therefore, for practical implementation, a
resource allocation algorithm which takes into account secrecy
outage, channel outage, and the potentially detrimental effect
of artificial noise generation is needed.

II. OFDMA DOWNLINK NETWORK MODEL

A. Channel Model

We consider an OFDMA downlink network which consists
of a BS with NT antennas, an eavesdropper1 with NE an-
tennas, and K mobile users equipped with a single antenna,
c.f. Figure 1. The BS adopts multiple-input multiple-output
beamforming (MIMO-BF) to enhance the system performance.
We assume that NT > NE to enable secure communication.
The eavesdropper is passive and its goal is to decode the
information transmitted by the BS without causing interference
to the communication channels.

The impulse responses of all channels are assumed to be
time-invariant (slow fading). We consider an OFDMA system
with nF subcarriers. The received symbols at user k and the
eavesdropper on subcarrier i ∈ {1, . . . , nF } are given by,
respectively,

yB,k[i] = hB,k[i]xk[i] + nk[i] and (1)
yB,E [i] = GB,E [i]xk[i] + e[i], (2)

where xk[i] ∈ CNT×1 denotes the transmitted symbol vector
and CN×M is the space of all N ×M matrices with complex
entries. hB,k[i] ∈ C1×NT denotes the channel matrix between
the BS and user k on subcarrier i and GB,E [i] ∈ CNE×NT

is the channel matrix between the BS and the eavesdropper
on subcarrier i. Both variables, hB,k[i] and GB,E [i], include
the effects of path loss and multipath fading of the associated
channels. nk[i] ∈ C1×1 and e[i] ∈ CNE×1 are the additive
white Gaussian noise (AWGN) in subcarrier i at user k and

1An eavesdropper with NE antennas is equivalent to multiple eavesdroppers
with a total of NE antennas which are connected to a common processing unit.



BS
Passive 

eavesdropper

Fig. 1. Illustration of an OFDMA downlink network. There are one BS with
NT = 4 antennas, K = 9 desired users equipped with a single antenna, and
one eavesdropper with NE = 2 antennas. For an effective eavesdropping, the
eavesdropper chooses a location closer to the BS compared to all the desired
users.

the eavesdropper, respectively. Each entry in both vectors has
distribution CN (0, N0), where N0 is the noise power spectral
density. Here, CN (ν, σ2) denotes a complex Gaussian random
variable with mean ν and variance σ2. For the sake of notational
simplicity and without loss of generality, a normalized noise
variance of N0 = 1 is assumed for all receivers in the following.

B. Channel State Information
In the following, since path loss is a slowly varying random

process which changes in the order of seconds, we assume
that the path loss can be estimated perfectly. Although we
also assume that for signal detection purposes the users can
obtain perfect estimates of the BS-to-user fading gains hB,k[i],
i ∈ {1, . . . , nF }, k ∈ {1, . . . ,K}, the corresponding CSI may
be outdated at the BS due to the users’s CSI feedback delay
and the mobility of the users. To capture this effect, we model
the multipath fading CSIT of the link between the BS and user
k on subcarrier i as

hB,k[i] = ĥB,k[i] + ∆hB,k[i], (3)

where ĥB,k[i] and ∆hB,k[i] denote, respectively, the estimated
CSI vector and the CSIT error vector. ĥB,k[i] and ∆hB,k[i] are
Gaussian random vectors and each vector has independent and
identically distributed (i.i.d.) elements. Besides, the elements
of vectors hB,k[i], ĥB,k[i], and ∆hB,k[i] have zero means and
variance σ2

hB,k
, σ2

hB,k
− σ2

e , and σ2
e , respectively. Assuming a

minimum mean square error (MMSE) estimator. On the other
hand, since the eavesdropper is assumed to be passive and
the corresponding CSI is unavailable at the BS, in order to
secure the desired wireless communication links, artificial noise
signals are generated at the BS to degrade the channels between
the BS and the eavesdropper.

C. Artificial Noise Generation
The BS chooses xk[i] as the linear combination of the

information bearing signal and an artificial noise signal, i.e.,

xk[i] = b̂k[i]uk[i]
√

PB,k[i]αB,k[i]︸ ︷︷ ︸
Desired Signal

+ VB,k[i]v[i]︸ ︷︷ ︸
Artificial Noise

, (4)

where uk[i] ∈ C1×1 is the information bearing signal, v[i] ∈
CNT−1×1 is the artificial noise vector whose elements are i.i.d.
complex Gaussian random variables with variance σ2

v [i]. Since
ĥB,k[i] is known at the BS, MIMO-BF can be used to maximize
the received signal-to-noise (SNR) ratio at the desired receivers.
The beamforming vector adopted at the BS, i.e, b̂k[i] ∈ CNT×1,
is chosen to be the eigenvector corresponding to the maximum

eigenvalue of ĥ†
B,k[i]ĥB,k[i]. Here, [·]† denotes the conjugate

transpose operation. Furthermore, we define an orthogonal ba-
sis, VB,k[i] ∈ CNT×NT−1, by using the remaining eigenvectors
of ĥ†

B,k[i]ĥB,k[i]. PB,k[i] is the total transmitted power on
subcarrier i for user k and 0 < αB,k[i] ≤ 1 represents the
fraction of power devoted to the information bearing signal on
subcarrier i for user k. The remaining power on subcarrier i is
equally distributed into NT − 1 dimensions for generating the
artificial noise at the BS, i.e., σ2

v [i] =
(1−αB,k[i])PB,k[i]

NT−1 . Hence,
the received signal at user k and the eavesdropper in (1) and
(2) can be rewritten as

yB,k[i] = hB,k[i](
√
PB,k[i]αB,k[i]b̂k[i]uk[i] +VB,k[i]v[i])

+nk[i] and

yB,E [i] = GB,E [i]
(
b̂k[i]uk[i]

√
PB,k[i]αB,k[i]

+VB,k[i]v[i]
)
+ e[i], (5)

respectively.

III. RESOURCE ALLOCATION AND SCHEDULING

A. Instantaneous Channel Capacity and Outages
Given perfect CSI at the receiver (CSIR), i.e., hB,k[i]b̂k[i],

the instantaneous channel capacity based on (5) between the BS
and user k on subcarrier i is given by

CB,k[i]

= log2

(
1 +

αB,k[i]PB,k[i]b̂
†
k[i]h

†
B,k[i]hB,k[i]b̂k[i]

1 + (1− αB,k)PB,k[i]σ2
e

)
. (6)

On the other hand, since the BS does not have any CSI of the
eavesdropper, we follow the approach in [3], [4] and consider
a capacity upper bound for the eavesdropper for resource
allocation purposes assuming the absence of thermal noise at
the eavesdropper. Therefore, the capacity of the eavesdropper
is upper bounded by

CB,E [i] ≤ log2

(
1 + ΓB,E [i]

)
,

ΓB,E [i] =
αB,k[i](NT − 1)

1− αB,k[i]
g†
1[i](G1[i]G

†
1[i])

−1g1[i], (7)

where g1[i] = GB,E [i]b̂k[i] and G1[i] = GB,E [i]VB,k[i].
Hence, the maximum achievable secrecy data rate Rsec

k [i] for
perfectly secure communication between the BS and user k on
subcarrier i with outage consideration can be expressed as

Rsec
k [i]× 1(Rdata

k [i] < CB,k[i])

× 1(Rdata
k [i]− CB,E [i] > Rsec

k [i]), (8)

where 1(·) denotes an indicator function which is 1 when the
event is true and 0 otherwise. Rdata

k [i] is the actual packet data
rate transmitted from the BS to user k. There are two types
of outage measures in the considered system. The first one is
known as channel outage which corresponds to the first indictor
function in (8). A channel outage occurs whenever the transmit
data rate exceeds the instantaneous channel capacity between
two desired transceivers, i.e., Rdata

k [i] > CB,k[i]. If Rdata
k [i] >

CB,k[i], any transmitted packet between two legitimate active
transceivers is corrupted even if a channel capacity achieving
code is applied for error protection. Indeed, channel outage can
be avoided by packet data rate adaptation when the CSIT of
the desired channel is perfect. Yet, CSIT with high accuracy is
difficult to obtain if the users are not static. The second type
of outage measure is secrecy outage which corresponds to the



second indicator function in (8). If the CSI of the eavesdropper
is available at the BS, the resource allocator can set the target
secrecy data rate Rsec

k [i] to match the channel conditions [3],
i.e., Rsec

k [i] < Rdata
k [i]−CB,E [i] and Rdata

k [i] > CB,E [i], such
that a packet with secrecy rate Rsec

k [i] and packet data rate
Rdata

k [i] can be securely delivered and successfully decoded by
the desired user. However, here the eavesdropper is assumed to
be passive and its CSI is not available at the BS, i.e., CB,E [i] is
a random variable for the BS. Hence, a secrecy outage occurs
whenever the target secrecy data rate Rsec

k [i] exceeds the secrecy
capacity, i.e., Rdata

k [i]− CB,E [i].
In order to model the unreliability and the insecurity due

to both channel outage and secrecy outage, respectively, we
consider the performance in terms of the average secrecy outage
capacity, which is defined as the total average bits/s/Hz securely
and successfully delivered to the K mobile users (averaged over
multiple scheduling slots) and is given by Usec(P,R,S) =

K∑
k=1

wk

nF∑
i=1

sk[i]

nF
Rsec

k [i] Pr
[
Rdata

k [i] < CB,k[i]
∣∣∣ĥB,k[i]

]
×Pr

[
Rdata

k [i]− CB,E [i] > Rsec
k [i]

∣∣∣ĥB,k[i]
]
, (9)

where P and S are the power and subcarrier allocation policies,
respectively. Policy R includes the allocation of secrecy data
rate Rsec

k [i] and packet data rate Rdata
k [i]. sk[i] ∈ {0, 1} is the

combinatorial subcarrier allocation indicator. wk is a positive
constant provided by the upper layers, which allows the resource
allocator to give different priorities to different users and to
enforce certain notions of fairness such as proportional fairness
and max-min fairness.

B. Optimization Problem Formulation
The optimal power allocation policy, P∗, data rate (secrecy

rate and data rate) allocation policy, R∗, and subcarrier alloca-
tion policy, S∗, can be obtained from

arg max
P,R,S,αB,k[i]

Usec(P,R,S)

s.t. C1:Pr
[
Rdata

k [i] ≥ CB,k[i]
∣∣∣ĥB,k[i]

]
≤ ε, ∀k, i,

C2:Pr
[
Rsec

k [i] ≥ Rdata
k [i]− CB,E [i]

∣∣∣ĥB,k[i]
]
≤ δ,∀k, i,

C3:
K∑

k=1

nF∑
i=1

PB,k[i]sk[i] ≤ PBT ,

C4:
K∑

k=1

sk[i] ≤ 1,∀i; C5: sk[i] = {0, 1},∀i, k,

C6:PB,k[i] ≥ 0, ∀i, k; C7: 0 < αB,k[i] ≤ 1, ∀i, k. (10)

Here, C1 represents the required packet outage probability due
to the imperfect CSI of the BS to user k channel on subcarrier
i. In C2, δ denotes the required secrecy outage probability in
the system, i.e., C2 is a QoS metric for communication security.
C3 is the maximum instantaneous transmit power constraint for
the BS. Constraints C4 and C5 are the subcarrier allocation
constraints which guarantee that each subcarrier will serve only
one user. In other words, intra-user interference is completely
avoided. C6 and C7 are the boundary constraints for the power
allocation variables.

IV. SOLUTION OF THE OPTIMIZATION PROBLEM

A. Transformation of the Optimization Problem
For derivation of an efficient resource allocation algorithm,

we replace the “≤”-signs in C1 and C2 by “=”-signs and the

resulting optimization problem may be viewed as a restricted
version of the original problem (10) since replacing inequality
signs by equality signs reduces the feasible set. We are now
ready to introduce the following Lemma.

Lemma 1 (Equivalent Objective Function): For a given
channel outage probability ε and a given secrecy outage
probability δ in C1 and C2, respectively, the equivalent secrecy
data rate in high SNR on subcarrier i for user k is given by

Rsec
k [i] >

[
Rdata

k [i]− log2

(
1 +

α∗
B,k[i]ΛE [i]

1− α∗
B,k[i]

)]+
(11)

with
Rdata

k [i] = log2

(
1 + ΓB,k[i]

)
, (12)

ΓB,k[i] =
α∗
B,k[i]PB,k[i]F

−1
χ2

(ε, i)

1 + (1− α∗
B,k)PB,k[i]σ2

e

,

ΛE [i] = (NT − 1)F−1
zc (δ, i), α∗

B,k[i] =
1√
ΛE [i]

,

where [x]+ = max{0, x}, F−1
zc (·, i) denotes the inverse function

of Fzc(z, i) =
∑NE−1

n=0 (NT −1
n )zn

(1+z)NT −1 , and F−1
χ2

(·, i) represents the
inverse cumulative distribution function (cdf) of a non-central
chi-square random variable with 2 degrees of freedom and non-
centrality parameter ĥB,k[i]ĥ

†
B,k[i].

Proof: Please refer to the Appendix.
There are two important observations from the above lemma.

First, the asymptotically optimal α∗
B,k[i] in Lemma 1 reveals

that in high SNR, the optimal fraction of power devoted to
the artificial noise only depends on the statistic of the eaves-
dropper channel. Second, the signal-to-interference-plus-noise
ratio (SINR) of the eavesdropper,

α∗
B,k[i]

1−α∗
B,k[i]

ΛE [i], approaches a
constant value at high SNR. In other words, the SINR of the
eavesdropper on each subcarrier is independent of the transmit
power variables at the BS. This important observation will be
verified in Section V via simulation.

By substituting (11) into (9), a modified objective function
is obtained and the considered problem becomes an NP-hard
mixed combinatorial and convex optimization problem, where
the combinatorial nature comes from the binary constraints
in the subcarrier assignment. Therefore, we follow the time-
sharing approach in [8] and relax constraint C5 in (10) such
that sk[i] is allowed to be any real value between zero and one.
To facilitate the time sharing on each subcarrier, we introduce
a new variable and define it as P̃B,k[i] = PB,k[i]sk[i]. This
variable is the actual transmit power of the BS on subcarrier i
for user k under the time-sharing assumption. Then, problem
(10) can be re-written as

Problem 1 (Transformed Optimization Problem):

max
P,R,S

K∑
k=1

nF∑
i=1

wksk[i]R̃
sec
k [i] (13)

s.t. C4, C6

C3:
K∑

k=1

nF∑
i=1

P̃B,k[i] ≤ PBT
,

C5: 0 ≤ sk[i] ≤ 1 ∀k, i,

where R̃sec
k [i] = Rsec

k [i]
∣∣∣
PB,k[i]=P̃B,k[i]/sk[i]

is the achievable

secrecy data rate for user k on subcarrier i. Mathematically,
the [·]+ operators in the objective function in (13) destroy
the concavity of the problem. Nevertheless, as will be seen in



the Karush-Kuhn-Tucker (KKT) conditions in (18), users with
negative secrecy data rate will not be considered in the subcar-
rier selection process, since, secure communication cannot be
guaranteed for those users. Therefore, we can remove the [·]+
operators from R̃sec

k [i] in (11), while preserving the concavity
of the transformed problem. On the other hand, the constant
term 1

nF
is removed from the transformed objective function

for simplicity as it does not affect the values of the arguments
which maximize the objective function. Besides, C7 is also
removed from the optimization problem as the asymptotically
optimal α∗

B,k[i] in Lemma 1 always satisfied the constraint.
Now, the transformed problem is jointly concave with respect
to all optimization variables and under some mild conditions
[9], it can be shown that solving the dual problem is equivalent
to solving the primal problem.

B. Dual Problem Formulation
In this subsection, we solve the considered problem by

solving its dual. For this purpose, we first need the Lagrangian
function of the primal problem. Upon rearranging terms, the
Lagrangian can be written as

L(λ,β,P,R,S) =
K∑

k=1

wk

nF∑
i=1

sk[i]R̃
sec
k [i]

−λ

K∑
k=1

nF∑
i=1

P̃k[i]−
K∑

k=1

nF∑
i=1

β[i]sk[i] + λPBT +

nF∑
i=1

β[i],(14)

where λ ≥ 0 is the Lagrange multiplier corresponding to the
power constraint at the BS. β is the Lagrange multiplier vector
connected to the subcarrier usage constraints with elements
β[i] ≥ 0, i ∈ {1, . . . , nF }. The boundary constraints C5 and
C6 will be absorbed into the KKT conditions when deriving the
optimal solution in Section IV-C.

Thus, the dual problem is given by

min
λ,β≥0

max
P,R,S

L(λ,β,P,R,S). (15)

In the following sections, we solve the above dual problem
iteratively by decomposing it into two parts (nested loops): the
first part (inner loop) consists of nF sub-problems with identical
structure; the second part (outer loop) is the master dual problem
to be solved with the gradient method.

C. Dual Decomposition and Solution
By dual decomposition, the BS first solves the subproblem

max
P,R,S

L(λ,β,P,R,S) (16)

for a fixed set of Lagrange multipliers. Note that the above sub-
problem is the inner loop optimization in (15). Using standard
optimization techniques, the optimal power allocation for user
k on subcarrier i is given by

P ∗
B,k[i] =

[√
ΩB,k[i](ΩB,k[i]λ log(2) + 4ΞB,k[i]wk)

2ΞB,k[i]
√
λ
√
log(2)

− 2(1− αB,k[i])σ
2
e +ΩB,k[i]

2ΞB,k[i]

]+
, (17)

where ΞB,k[i] = (1 − αB,k[i])σ
2
e(ΩB,k[i] + σ2

e(1 − αB,k[i]))
and ΩB,k[i] = F−1

χ2
(ε, i)αB,k[i]. The optimal power allocation

in (17) has the form of multi-level water-filling. The water
level of each user depends not only on his/her priority via
wk, but also on the channel statistic of the desired channel,

i.e., F−1
χ2

(ε, i)αB,k[i]. In order to obtain the optimal subcarrier
allocation, we take the derivative of the subproblem with respect
to sk[i], which yields

∂L(λ,β,P,R,S)
∂sk[i]

= Ak[i]− β[i], (18)

where Ak[i] ≥ 0 is the marginal benefit [10] for allocating
subcarrier i to user k and is given by

Ak[i] = wk

(
log2

(
1 + Γ∗

B,k[i]
)
− log2

(
1 +

α∗
B,k[i]ΛE [i]

1− α∗
B,k[i]

)
−

Γ∗
B,k[i]

ln(2)(1 + Γ∗
B,k[i])(1 + σ2

eP
∗
B,k[i](1− α∗

B,k[i]))

)
, (19)

where Γ∗
B,k[i] = ΓB,k[i]

∣∣∣
PB,k[i]=P∗

B,k[i]
. Ak[i] ≥ 0 suggests

that if user k has a negative secrecy data rate on subcarrier
i, he/she will not be selected as he/she can only provide a
negative marginal benefit to the system. On the contrary, if a
user has good channel conditions with positive secrecy data rate
on subcarrier i, he/she can provide a higher marginal benefit to
the system. Thus, the optimal subcarrier selection determined
by the BS on subcarrier i is given by

s∗k[i] =

{
1 if Ak[i] = max

b
Ab[i] ≥ 0 & Ab[i] ≥ β[i]

0 otherwise
. (20)

The dual variable β[i] acts as the cost in using subcarrier i
in the system. Only the user who can provide a large marginal
benefit to the system has a chance to be selected by the resource
allocator. Note that each subcarrier will be used for serving only
one user eventually. Finally, the optimal transmitted packet data
rate R∗data

k [i] and secrecy data rate R∗sec
k [i] are obtained by

substituting (17) into the equivalent packet data rate and secrecy
data rate in Lemma 1 for the subcarrier with s∗k[i] = 1.

D. Solution of the Master Problem
Since the dual function is differentiable, the gradient method

can be used to solve the master problem (outer loop) in (15)
which leads to a Lagrange multiplier update equation:

λ(t+ 1) =
[
λ(t)− ξ(t)× (PBT

−
K∑

k=1

nF∑
i=1

PB,k[i]sk[i])
]+
, (21)

where t ≥ 0 is the iteration index and ξ(t) is the positive step
size. Then, the updated Lagrange multiplier in (21) is used for
solving the subproblems in Section IV-C. Since the transformed
problem is jointly concave with respect to all optimization
variables, it is guaranteed that the iterative algorithm converges
to the optimal solution if the chosen step sizes satisfy the
general conditions stated in [11, Chapter 1.2]. In summary,
the master problem adjusts the water-levels of (17) through the
gradient update equation (21) until the power constraint of the
BS is satisfied. On the other hand, updating β[i] is not necessary
as it has the same value for each user. Therefore, setting β[i] = 0
in each iteration does not affect the subcarrier allocation in (20).

V. RESULTS

In this section, we evaluate the system performance using
simulations. A single cell with a radius of 1 km is considered.
The number of subcarriers is nF = 64 with carrier center
frequency 2.5 GHz, bandwidth B = 5 MHz, and wk = 1,∀k.
Each subcarrier has a bandwidth of 78 kHz and a noise variance
N0 = −125 dBm. The eavesdropper is located 35 m (reference
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Fig. 2. Average secrecy outage capacity versus transmit power for different
values of channel estimation error-to-signal ratio (ESR). The eavesdropper is
equipped with NE = 2 antennas and is located 35 m away from the BS.

distance) away from the BS for an effective eavesdropping.
Desired users are uniformly distributed between the reference
distance and the cell boundary. The 3GPP path loss model is
adopted. The small scale fading coefficients of the BS-to-user
and BS-to-eavesdropper links are modeled as i.i.d. Rayleigh
fading. The target secrecy outage probability and channel outage
probability are set to δ, ε = 0.05. The channel estimation error-
to-signal ratio (ESR) is set to σ2

e

σ2
hB,k

= 0.05, unless further

specified. The average secrecy outage capacity is obtained
by counting the number of packets securely delivered and
decoded by the users averaged over both the macroscopic and
microscopic fading.

A. Average Secrecy Outage Capacity versus Transmit Power
Figure 2 illustrates the average secrecy outage capacity and

the throughput of the eavesdropper versus the total transmit
power for K = 15 users for different values of ESRs. The
eavesdropper is equipped with NE = 2 antennas. The number
of iterations for the proposed iterative resource allocation algo-
rithm is 5 and 20. It can be seen that the performance for 5 and
20 iterations is virtually the same. In other words, the algorithm
converges to the optimal solution in a few iterations. On the
other hand, we observe that the system performance decreases
as the ESR increases. This is because the nullspace information
of the desired users at the transmitter becomes less accurate as
the ESR increases which increases the artificial noise leakage.
For a better illustration of the effectiveness of the artificial noise
generation, Figure 2 also includes the performance of the eaves-
dropper in terms of average throughput. The average throughput
between the BS and the eavesdropper does not scale with the
transmit power in the high transmit power regime due to the
artificial noise introduced by the BS which is in good agreement
with Lemma 1. Besides, it can be observed that the artificial
noise generation maintains the same effectiveness for different
channel estimation error variances since an increasing ESR does
not enhance the average throughput of the eavesdropper.

B. Average Secrecy Outage Capacity versus NE

Figure 3 depicts the average secrecy outage capacity versus
the number of receive antennas NE employed at the eavesdrop-
per for different secrecy outage requirements δ with K = 15
users. There are NT = 7 transmit antennas at the BS. The
number of iterations for the proposed algorithm is 5. It can
be observed that the system performance decreases as NE

increases, since more of the transmitted power has to be devoted
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Fig. 3. Average secrecy outage capacity versus the number of eavesdropper
antennas NE for different secrecy outage requirements and NT = 7 antennas
at the BS.
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= 41
dBm. The eavesdropper is equipped with NE = 2 antennas and is located 35
m away from the BS. The double arrows demonstrate the performance gain
achieved by an increasing number of transmit antennas NT .

to the artificial noise generation for combatting the eaves-
dropper, which results in less transmit power for information
transmission. Yet, a non-zero secrecy outage capacity can still
be guaranteed as long as NT > NE due to the artificial
noise. Moreover, we observe that a more stringent secrecy
outage probability requirement does not necessarily lead to a
higher average secrecy outage capacity. This is because a larger
fraction of power has to be allocated to the artificial noise for
degrading the channel of the eavesdropper and less power is
available for information transmission.

C. Average Secrecy Outage Capacity versus Number of Users
Figure 4 depicts the average secrecy outage capacity versus

the number of users for different numbers of transmit antennas.
The number of iterations is 5. The eavesdropper is equipped
with NE = 2 antennas. It can be observed that the average
secrecy outage capacity grows with the number of users as the
proposed resource allocation and scheduling algorithm is able to
exploit multi-user diversity, despite the existence of the eaves-
dropper. Besides, it can be observed that an increasing number
of transmit antennas NT provides a substantial performance
gain to the legitimate users in terms of average secrecy outage
capacity. However, there is a diminishing return when NT is
large due to the channel hardening effect [12] in the desired
channels.



VI. CONCLUSION

In this paper, we formulated the resource allocation and
scheduling design for OFDMA systems as a non-convex and
combinatorial optimization problem, where a multiple antenna
eavesdropper, artificial noise generation for secure communi-
cation, and the negative effect of imperfect CSIT were taken
into consideration. An efficient iterative resource allocation
algorithm with closed-form power, secrecy data rate, packet data
rate, and subcarrier allocation was derived by dual decomposi-
tion. Simulation results not only showed that the performance
of the proposed algorithm converges to the optimal performance
within a small number of iterations, but also demonstrated
the achievable non-zero secrecy outage capacity for a required
channel outage probability and secrecy outage probability.

APPENDIX-PROOF OF LEMMA 1

The proof of Lemma 1 involves three steps. We first derive
the channel outage data rate between the BS and user k on
subcarrier i. By considering the channel outage probability
requirement C1 in (10), we obtain

Pr
[ (2Rdata

k [i] − 1)(1 + (1− αB,k[i])PB,k[i]σ
2
e)

αB,k[i]PB,k[i]
≥

b̂†
k[i]h

†
B,k[i]hB,k[i]b̂k[i]

∣∣∣ĥB,k[i]
]

= Fχ2

( (2Rdata
k [i] − 1)(1 + (1− αB,k[i])PB,k[i]σ

2
e)

αB,k[i]PB,k[i]
, i
)
= ε

⇒ Rdata
k [i] = log2

(
1 +

αB,k[i]PB,k[i]F
−1
χ2

(ε, i)

1 + (1− αB,k)PB,k[i]σ2
e

)
, (22)

where Fχ2(·, i) denotes the cdf of a non-central chi-square
random variable with 2 degrees of freedom and non-centrality
parameter ĥB,k[i]ĥ

†
B,k[i]. F

−1
χ2

(·, i) represents the inverse func-
tion of Fχ2(·, i) . Then, we derive the secrecy outage data rate
by calculating the secrecy outage probability in C2. Without
loss of generality, we define the secrecy data rate as Rsec

k [i] =
log2(r

sec
k [i]) and the data rate as Rdata

k [i] = log2(r
data
k [i]).

Then, the secrecy outage probability can be expressed as

Pr
[
Rdata

k [i]− CB,E [i] ≤ Rsec
k [i]

∣∣∣ĥB,k[i]
]
= δ

=⇒ Pr
[ (rdatak [i]

rseck [i]
− 1
) 1− αB,k[i]

(NT − 1)αB,k[i]︸ ︷︷ ︸
Θk[i]

≤ g†
1[i](G2[i]G

†
2[i])

−1g1[i]︸ ︷︷ ︸
Zk[i]

∣∣∣ĥB,k[i]
]
= δ, (23)

where Zk[i] is an unknown random variable for the BS,
g1[i] = GB,E [i]b̂k[i], and G2[i] = GB,E [i]VB,k[i]. Since
the supermatrix Bk[i] = [b̂k[i] VB,k[i]] is a unitary matrix,
Bk[i]GB,E [i] has i.i.d. complex Gaussian entries. As a result,
Zk[i] is equivalent to the signal-to-interference ratio (SIR) of
a NE-branch minimum mean square error (MMSE) diversity
combiner for NT − 1 interferers. Hence, the corresponding
complementary cumulative distribution function (ccdf) is given
by [4], [13]

Fzc(z, i) =

NE−1∑
n=0

(
NT − 1

n

)
zn/(1 + z)NT−1. (24)

Therefore, for a target secrecy outage probability of δ, Θk[i]
defined in (23) can be expressed as Θk[i] = F−1

zc (δ, i). Thus,

solving Θk[i] = F−1
zc (δ, i) for Rsec

k [i] yields Rsec
k [i] =

Rdata
k [i]− log2

(
1 +

αB,k[i]

1− αB,k[i]
(NT − 1)F−1

zc (δ, i)
)
, (25)

where F−1
zc (δ, i) is the inverse ccdf of random variable Zk[i].

Note that both inverse functions F−1
zc (δ, i) and F−1

χ2
(ε, i), can

be computed efficiently by numerical solvers or implemented
as a look-up table for practical implementation.

The final step in deriving the lemma is to calculate the
optimal α∗

B,k[i] in high SNR (PB,k[i] → ∞). Under such
conditions and using (22) and (25), the secrecy data rate is
lower bounded by

Rsec
k [i] > log2

(
1 +

PB,k[i]F
−1
χ2

(ε, i)α∗
B,k[i]

σ2
ePB,k[i]

)
− log2

(
1 +

α∗
B,k[i]F

−1
zc (δ, i)(NT − 1)

1− α∗
B,k[i]

)
. (26)

In fact, the term
PB,k[i]F

−1
χ2

(ε,i)α∗
B,k[i]

σ2
ePB,k[i]

can be interpreted as a
signal-to-interference ratio (SINR) under a virtual interferer
with interference power σ2

ePB,k[i] for PB,k[i] → ∞. By
standard optimization techniques, the optimal α∗

B,k[i] which
maximizes the lower bound of the secrecy data rate on sub-
carrier i for user k in (26) is given by

α∗
B,k[i] =

−Φk[i] +
√

Φk[i]ΛE [i](Φk[i]− ΛE [i] + 1)

Φk[i](ΛE [i]− 1)

(a)
≈

√
ΛE [i]− 1

ΛE [i]− 1
≈ 1√

ΛE [i]
(27)

where Φk[i] = F−1
χ2

(ε, i)/σ2
e and ΛE [i] = F−1

zc (δ, i)(NT − 1).
Note that (a) is due to Φk[i] ≫ ΛE [i] ≫ 1 which is always valid
for reasonably small channel estimation error variance σ2

e (e.g.
σ2
e ≪ σ2

hB,k
) and secrecy outage requirement δ (e.g. δ ≪ 1).
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