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Abstract—In this paper, we formulate resource allocation and
scheduling for multi-cell orthogonal frequency division multiple
access (OFDMA) systems with half-duplex decode-and-forward
(DF) relaying as a joint optimization problem taking into account
multi-cell interference and heterogeneous user data rate require-
ments. For efficient multi-cell interference mitigation, we incorpo-
rate a time slot allocation strategy into the problem formulation.
We transform the resulting non-convex and combinatorial opti-
mization problem into a standard convex problem by imposing
an interference temperature constraint, which yields a lower
bound for the original problem. Subsequently, the transformed
optimization problem is solved by dual decomposition and a semi-
distributed iterative resource allocation algorithm with closed-
form power and subcarrier allocation policies is derived to
maximize the average weighted system throughput (bit/s/Hz/base
station). Simulation results illustrate that our proposed semi-
distributed algorithm achieves practically the same performance
as the centralized optimal solution of the original non-convex
problem and provides a substantial performance gain compared
to single-cell resource allocation and scheduling schemes.

Index Terms—Heterogeneous users, decode-and-forward relay,
multi-cell resource allocation, base station coordination, mul-
tiuser diversity.

I. INTRODUCTION

Rthogonal frequency division multiple access (OFDMA)

is a promising candidate for high speed wireless commu-
nication networks including IEEE 802.22 Wireless Regional
Area Networks (WRAN), IEEE 802.16 Worldwide Interop-
erability for Microwave Access (WiMAX), and Long Term
Evolution (LTE). In OFDMA, a wide-band frequency spec-
trum is shared by many orthogonal narrowband subcarriers and
data streams from different users are multiplexed on different
subcarriers according to a scheduling policy [1], [2]. In a
single-cell OFDMA system, the fading coefficients of different
subcarriers are likely to be independent for different users,
which is known as multiuser diversity (MUD). Maximum
system spectral efficiency can be achieved by selecting the
best user for each subcarrier and adapting the corresponding
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power. On the other hand, a large amount of work has
been devoted to cooperative relaying in wireless networks
as it provides coverage extension and throughput gains [3]-
[6]. Several efficient relaying protocols such as decode-and-
forward (DF), amplify-and-forward (AF), and compress-and-
forward (CF) have been proposed in the literature to facilitate
relaying. There is no uniformly optimal relaying protocol and
each protocol can outperform the others, depending on the
system configuration. However, DF relaying has the advantage
that conventional transmitter and receiver structures can be
employed.

The next generation broadband wireless communication
systems are expected to support different data rate services
for real-time applications such as video games and video con-
ferencing with certain quality of service (QoS) requirements.
This translates into a heavy demand for the spectral resources.
The combination of OFDMA and DF relaying provides a
possible solution in meeting these demanding requirements,
particularly for users at the cell edge. In [3]-[6], best effort
resource allocation and scheduling for homogeneous users in
DF OFDMA systems are studied for different system configu-
rations. In practice, users are heterogeneous with different QoS
requirements such as minimum required data rate, which best
effort resource allocation cannot fulfill. Furthermore, [1]-[7]
focus on single-cell systems and ignore the co-channel inter-
ference caused by adjacent cells. This assumption is valid for
small frequency reuse factors. However, aggressive/universal
frequency reuse with interference coordination techniques is
a new trend in next generation communication systems since
it achieves a higher system capacity [8] and existing works
considering only a single cell may not be able to reveal the
actual performance in a practical system.

In the past decade, a number of interference mitigation tech-
niques have been proposed in the literature, such as succes-
sive interference cancellation and interference nulling through
multiple antennas [9], [10], for alleviating the negative side-
effects of aggressive/universal frequency reuse. Unfortunately,
interference cancellation and multiple antenna receivers may
be too complex for low-power battery driven mobile units.
Recently, base station (BS) coordination, where BSs only
share channel state information (CSI), has been proposed as
a major technique to mitigate co-channel interference, since it
shifts the signal processing burden to the BSs. In [11] and [12],
the sum rate performance of a multi-cell time-division multiple
access (TDMA) system with half-duplex and full-duplex AF
relays is studied, respectively. In [13], the authors investigate

1536-1276/11$25.00 © 2011 IEEE



NG and SCHOBER: RESOURCE ALLOCATION AND SCHEDULING IN MULTI-CELL OFDMA SYSTEMS WITH DECODE-AND-FORWARD RELAYING

I\E]bile @

Mobile

Mobile

Mobile
Interference Region

Fig. 1. A cluster with P = 7 cells. There are a total of K = 63 users
in the cluster. Each cell is modeled as two concentric ring-shaped discs and

contains % = 9 users and 3 relays. The shaded part is the region served by

the relays.

the sum-rate scaling law of cooperative multi-cell downlink
transmission with zero-forcing beamforming. However, the
results in [11]-[13] are not suitable for resource allocation
and scheduling purposes due to the adopted oversimplified
(Wyner) interference model. On the other hand, resource
allocation for single hop multi-cell networks with single-
carrier and multi-carrier transmission is considered in [14]
and [15], [16], respectively. Yet, in all these works, fairness of
users is not taken into account for resource allocation which
leads to the starvation of weak cell edge users. Furthermore,
the results of [14]-[16] cannot be directly extended to the
considered case of a multi-cell OFDMA system with DF
relaying.

In this paper, we address the above issues. For this purpose,
we formulate the scheduling problem in multi-cell OFDMA
systems with DF relaying as an optimization problem. We
incorporate an effective time slot allocation strategy into the
problem formulation to mitigate the interference. To make
the problem tractable, we transform it into a convex opti-
mization problem by imposing an interference constraint and
introducing time-sharing variables, which results in a lower
bound for the original problem. Using dual decomposition,
the optimization problem is separated into a master problem
and several subproblems which can be solved by the proposed
semi-distributed iterative algorithm. Each BS solves its own
problem by utilizing its local CSI and exchanges partial
interference information with all BSs through the concept of
pricing. Therefore, the computational complexity at the BS
and the CSI feedback overhead are both significantly reduced
compared to optimal centralized scheduling which requires
global CSI. In particular, our results show that large savings in
computational complexity and signaling overhead are possible
with the proposed semi-distributed algorithm at the expense
of a small degradation in performance.

The rest of the paper is organized as follows. In Section II,
we outline the model for the considered multi-cell OFDMA
system with DF relaying. In Section III, we formulate the
resource allocation and scheduling design as an optimization
problem, and solve this problem by dual decomposition in
Section IV. In Section V, we present numerical performance
results for the proposed semi-distributed iterative algorithm
for multi-cell resource allocation and scheduling. In Section
VI, we conclude with a brief summary of our results.
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II. SYSTEM MODEL FOR MULTI-CELL OFDMA wiITH DF
RELAYING

In this section, after introducing the notation used in this
paper, we present the adopted multi-cell network and channel
models.

A. Notation

A complex Gaussian random variable with mean g and
variance o2 is denoted by CN(u,0?), and ~ means “dis-
tributed as”. [x]z =aq, if z > a, [x]z =z ifb<z<a,
and [x]z =b, if b <z [x]+ = max{0,z}. £{-} denotes
statistical expectation. |.A| represents the cardinality of set A.

B. System Model

We consider a multi-cell OFDMA system with half-duplex
DF relaying which consists of P coordinated BSs, M relays,
and K mobile users. The users belong to one of two categories,
namely, delay sensitive users and non-delay sensitive users.
The delay-sensitive users require a minimum constant data rate
while non-delay sensitive users have no data rate constraint
and can be served in a best-effort manner. We adopt an infor-
mation theoretic approach for the design of resource allocation
and scheduling. Therefore, the buffers at the BSs are assumed
to be always full and there are no empty scheduling slots due
to an insufficient number of source packets at the buffers. All
transceivers are equipped with single antennas. We assume
universal frequency reuse and the P coordinated BSs share
a total bandwidth . Each cell is modeled by two concentric
ring-shaped discs as shown in Figure 1. In this paper, we focus
on the resource allocation and scheduling with interference
coordination for heterogeneous users who need help from
relays, i.e., cell edge users in the shaded region of Figure 1. We
assume that there is a separated resource for those users who
do not need relays'. In the considered model, there is no direct
link between the BSs and the users due to heavy blockage and
long distance transmission. BSs are connected to a centralized
unit with optical fiber backhaul links to facilitate the proposed
semi-distributed resource allocation and scheduling algorithm.
Nevertheless, each user is only served by one relay and one
BS and each relay only serves one BS. In particular, we
assume that the users are associated with the relays with
the strongest average channels. Furthermore, the information
for the desired user is not jointly encoded in different BSs
and dirty-paper coding is not considered. The transmission is
organized in different time frames. The CSI of all links of
a cell is assumed to be perfectly known at the BS of the
same cell. All CSI is time invariant within a transmission
frame, but time varying from one frame to the next. In each
scheduling slot, at the beginning of each frame, scheduling and
resource allocation are performed at each BS with the help of
a centralized unit. In each frame, the downlink transmission
between the BSs and the users via the relays consists of two

IThe resource allocation for relay assisted users (located between the inner
and the outer boundaries in Figure 1) and non-relay assisted users (located
inside the inner boundary) is assumed to be done separately. We note that a
joint resource allocation for non-relay assisted and relay assisted users would
result in a better system performance but the computational complexity of a
joint optimization may be too high in practice.
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Fig. 2.  Example for time slot allocation strategy on subcarrier ¢ with
3 coordinated BSs. The shaded part represents the signals causing strong
interference to cell edge users. By considering the link budget, it can be
observed that the received signals from neighbouring BSs at the cell edge
users are weak because of the large BS-user distances and only transmissions
from the relays in neighbouring cells cause noticeable interference to the cell
edge users. Thus, in this simple example, the relays in cells 1 and 3 heavily
interfere the cell edge users in cells 3 and 1, respectively. On the contrary,
the cell edge users in cell 2 experience only a weak interference.

phases. In the first phase, the BSs transmit the signals to the
relay stations. Then, in the second phase, the relay stations
decode the previously received signals and forward them to the
corresponding receivers. Since BS coordination is considered,
an effective strategy to mitigate the multi-cell interference is
to allocate the two transmission phases in adjacent cells to
different time slots (if possible). In this paper, we consider
two different time slot allocation strategies on a per subcarrier
basis. For example, if cell 1 uses time slot allocation strategy
t = 1 for subcarrier ¢, the BS in cell 1 transmits the signal
in subcarrier ¢ in the first time slot and a relay forwards the
signal to a user in the second time slot. On the other hand,
the adjacent cell 2 may use time slot allocation strategy ¢ = 2
for subcarrier ¢ and the corresponding BS transmits the signal
in subcarrier ¢ in the second time slot and a relay forwards
the signal in the next first time slot. Such a strategy helps to
minimize the interference to cell edge users as is illustrated in
Figure 2. The optimization of the time slot allocation strategy
will be incorporated in to the considered resource allocation
and scheduling problem. Furthermore, time division duplex
(TDD) is assumed for the downlink and uplink transmission.

C. OFDMA Relay Channel Model

We consider the downlink of an OFDMA system with np
subcarriers. The channel impulse response is assumed to be
time-invariant within a frame. Suppose user k is served by BS
p € {1,..., P} and relay m € {1, ..., M}. The received
symbol with time slot allocation strategy ¢ € {1,2} at relay
m for user k in subcarrier i € {1, ..., np} is given by

Y (0) Py 1By s B, R, (DX P (1)
+I§§L,p (i) + Zr,, (i), ()

where P}(3 1)3 (i) and X (k) (4) are the transmit power and

the transmit symbol for the link between BS p and relay m in
subcarrier ¢ in the first relaying phase with time slot allocation
strategy t, respectively. I ® (z) is the received multi-cell
interference in relay m in subcarrler . 1B, R,, , represents the
path loss between BS p and relay m. Zg,, (i) ~ CN(0,02)
is the additive white Gaussian noise (AWGN) in subcarrier ¢
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at relay m. Hp, r,, (i) is the small scale fading coefficient
between the BS and relay m in subcarrier <.

Relay m decodes® message X (¥)(4) and forwards it to user
k. Therefore, the signal received at user & in subcarrier ¢ from
relay m using time slot allocation strategy ¢ is given by

Ygha) =

Um,p

PEY 0 ®  HE (i) x 0 ()
+100) + 2090, @

Variables P( )() l(k) , and H( ) (i) are defined in a
similar manner as the corprespondmg variables for the BS-to-
relay links except that the signalling direction is from relay
m in cell p to user k. Z*)(i) ~ CN(0,02) is the AWGN
in subcarrier i at user k. I(**)(i) is the received multi-
cell interference of user k in subcarrier ¢ in using time slot
allocation strategy ¢ and its variance is given by

S{II““ (0)]*} 3)

Z Z (m) p(m)( ) (lgjyjH}({?C(i)F) )

c=1a€R. j#k
c#p

Utk()

where [}, ) and Hy (k) _(i) are the path loss and the small scale
fading gafn in subcarrler i between relay a in cell ¢ and user
k, respectively. s((lyc)( ) € {0,1} is the subcarrier allocation
indicator. R, is the set of relays which belong to BS c. Note
that the amount of interference at user % is a function of the
time slot allocation strategy. In (3), for modeling purposes,
the interference generated by the neighbouring BSs to the
cell edge users is ignored. This is because the relays in the
neighbouring cells generate a much larger interference than
the corresponding BSs for a typical cell size. For instance, it
can be shown that for a cell with radius 2 km and BS-to-relay
distances of 1 km?, the relays in the neighbouring cells cause
a 10 dB larger interference than the corresponding BSs to cell
edge users.

In practice, different links in a relay network experience
asymmetric fading conditions [17]. For example, users are
generally surrounded by a large number of scatterers and
their locations are random. Hence, a non-line-of sight (NLoS)
communication link is expected between the relays and the

users. Thus, we model Hl({ki ) (7) as Rayleigh distributed, i.e.,

Hl(fi (@) ~ CN(0,1). On the other hand, a strong line-of-
sight (LoS) propagation channel is expected between the BS
and the relays, since they are placed in relatively high positions
in practice and the number of blockages between them are
limited. Hence, Hp, R, p() is modeled as Rician fading with

~CN(/r/(1+K),1/(1+

Rician factor x, i.e., Hp, R,

K)).

III. RESOURCE ALLOCATION AND SCHEDULING DESIGN
A. Instantaneous Channel Capacity and System Throughput

In this subsection, we define the adopted system per-
formance measure. Given perfect CSI at the receiver, the

2We note that each relay requires a buffer to store the received packets for
decoding and re-encoding.

3Please note that the interference from the BSs in neighbouring cells is
included in the simulation results in Section V.
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instantaneous channel capacity between BS p and relay m
for user k in subcarrier ¢ using time slot allocation strategy ¢
is given by

) 1 )
b, () = Flogs (1+ TS, ) “
with signal-to-interference-plus-noise ratio (SINR)
t,k )
F(t k) (Z) o Pép I)Qm ( )praRmm ‘HBpaRmm (Z)|2
Do i 71, () + 02
t,k )
PEN (B, k., He, R, (1))
~ = (5)

where the the pre-log factor % is due to the two channel uses
required for transmitting one message and the approximation
in (5) is because the channel capacity between the BS and
the relay is limited by channel noise*, i.e., o Ry (1) =

5{[ | } < o2, Similarly, the channel capacity of user
k in usmg subcarrler ¢ and time slot allocation strategy ¢ via
relay m in cell p is given by

1
i) = S logy (1+TEY, ()
k t.k k .
1 HP&Z()Z& VLI RCIAP
T2 Zrar f

where I’(Jj)p(z) is the received SINR at user k in subcarrier
i.

Now, we define the instantaneous throughput (bit/s/Hz suc-
cessfully delivered) for user k£ who is assigned to relay m and
BS p as

t,k
o= i { 30D SEDOCE, (),
i=1 t=1
nr tk
3 sER6C, ) ™
=1 t=1

where 55,27’;) (i) € {0,1} is the subcarrier and time slot alloca-

tion strategy indicator. The average weighted system through-
put is defined as the total average number of bit/s/Hz/BS
successfully decoded at the K users via the M relays and
P coordinated BSs and given by

ZZZ

p 1 meRy k€EUm p

Urp(P,S) Mok, (8)

where P and S are the power and subcarrier allocation
policies, respectively. U,y ;, is the set of users served by relay
m and BS p. w*) is a positive constant, which is specified in
the media access control (MAC) layer and allows the scheduler
to give different priorities to different users and to enforce
certain notions of fairness such as proportional fairness and
max-min fairness [18].

4Note that although the multi-cell interference at the relays is ignored in
the system model, it is taken into account for the simulation results shown in
Section V. It can be verified by simulation and link budget calculations that
the multi-cell interference received at the relays is negligible compared to the
noise variance for typical cell sizes, relay locations, and transmit powers.
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B. Problem Formulation for Resource Allocation and Schedul-
ing Design

In a practical multi-cell system, users located at the cell
edge suffer from strong multi-cell interference and weak
desired signal strengths which results in poor SINR and poor
QoS. Simply increasing the transmission power in one cell
does not necessarily improve the overall system performance
as interference to other cells increases concurrently. On the
other hand, users are heterogeneous with different minimum
data rate requirements regardless of their current channel
conditions. Therefore, a practical multi-cell scheduler should
be able to coordinate the amount of interference created by
each cell and fulfill the different data rate requirements of the
users even if the corresponding channels are weak. This leads
to the following optimization problem.

Problem 1 (Optimization Problem Formulation):

The optimal power allocation policy, P*, and subcarrier allo-
cation policy, §*, are given by

Urp(P,S)

st. Cli Y ) ZZ B,anp (i)s'5%) (i) < Pp,., Vp

meER, kGZ/{mPt 1:=1

2 Y ZZP“ "

k€EUpm p t=1 i=1
C3: ), > R®,

(P*,8%) = argrgabg(

(tk)( ) <PRT7

mp

Vm, p

vk € Dy,

ca oy ZS%,’Z) =1,

MERy kEUm ,p t=1
C5: s{EM(i)€{0,1}, Vm,p, k,i,¢t
& k
ceo: Py (i), PR (i) > 0,

Vp, i

v'7”'/}”1)7/1:7 k’ t? (9)

where D,,, ,, is the set of delay sensitive users who are served
by relay m and BS p. Here, C1 (C2) represents the individual
power constraint for each BS (relay) with maximum transmit
power Pp, (Pgr,). C3 enforces the minimum required data
rate R%) for delay sensitive users which are chosen by
the application layer. C6 is the positive power constraint.
Constraints C4 and C5 are imposed to guarantee that each
subcarrier is only used by one user in each cell for any two
time slots. In other words, intra-cell interference does not exist
in the system. Also, C4 ensures that each subcarrier can be
transmitted with one time slot allocation strategy only. Note
that if the equality in C4 is replaced by an inequality, i.e,
DomeR, Dokt , Zt L smm (z) < 1, the same solution as
for the considered equality constraint is obtained, as can be
verified by the Karush-Kuhn-Tucker (KKT) conditions.

IV. SEMI-DISTRIBUTED RESOURCE ALLOCATION
ALGORITHM

In this section, the considered problem is transformed into
a convex optimization problem and solved via dual decompo-
sition. A novel semi-distributed iterative resource allocation
algorithm with closed-form power and subcarrier allocation is
derived to maximize the average weighted system throughput.
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A. Transformation of Optimization Problem

The considered problem is a mixed combinatorial and
non-convex optimization problem. The combinatorial nature
comes from the integer constraint for the subcarrier and time
slot allocation strategy while the non-convexity is caused by
the multi-cell interference in (6). In general, a brute force
approach is needed to obtain the global optimal solution. In
a multi-cell system with P coordinated cells, K users, np
subcarriers, and two time slot allocation strategies in each
cell, there are PK” F possible subcarrier assignments which
limits the scalability in practical systems. In order to make the
problem tractable, we perform a three-step transformation to
simplify the problem.

The first step in solving the considered problem is to
handle the multi-cell interference. To this end, we introduce
an additional constraint C7 to the original problem which is
given by

C7: 07, (i) <1,

Vk,i,m,p,t. (10)

C7 can be interpreted as the maximum multi-cell interference
temperature [19] (tolerable interference level) in each sub-
carrier. By varying® the value of I, the schedulers are able
to control the amount of interference in each subcarrier to
improve the system performance. Furthermore, by substituting
07 (i) in (6) by I, the multi-cell interference can be decoupled
from the objective function, which facilitates the design of an
efficient resource allocation algorithm. Secondly, we handle
the combinatorial constraint in C5 by introducing the follow-
ing lemma.

Lemma 1 (Optimality of the Time-Sharing relaxation):

If a new optimization problem is formed by relaxing the
subcarrier selection variable snt;f;,) (i) in (9) to be a real
value between zero and one instead of a Boolean, i.e.,
0 < st ’;,) (i) < 1, then the relaxed problem has the same
solution as the original optimization problem in (9).

Proof: The above lemma can be proved by using a similar
approach as in [20], [21].

For facilitating the time sharing on each subcarrier, we
introduce two new variables and define them as P(t’k) i) =
PR (i)siy (i) and Pt (i) = PO (i)t >( ). These
two variables are the actual {ransmit power of BS p and relay
m on subcarrier ¢ for user k£ in using time slot allocation
strategy ¢ under the time-sharing assumption. Then, we can
also rewrite constraint C7 in the time-sharing form

CT: Ut k( ) S I Vk>i>m>p7t> (11)

where 67, (i) = Ut’k(i)|ﬁ’}(?if’)p(i):P}(?if’)p ()5t 5y BY combing
the above two steps, the channel capacities of the first and
second hop for user k through relay m in subcarrier ¢ using
time slot allocation strategy ¢ in cell p are given by
~(t,k . 1 bk .
C;BP,J)zm,p(Z) =3 log, (1 + F( ) (z)) and (12)
5tk t,k k) .
P;m1<z> et ()2
' e (13)
(I + UQ)Sm,p (7)

C(t k) ( )

U ,p 10g2

5The maximum multi-cell interference temperature variable I is not an
optimization variable in the proposed framework. However, a suitable value
of I can be found via simulation in an off-line manner.
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respectively, where fgf}%m (@) =
F(prkz%m p( )|P(t k) ( )= P(t k) ( )/ k)( ) is the equivalent

SINR for the 11nk ‘between %S p and relay m on subcarrier ¢
under the time-sharing condition. Note that the actual channel
capaci (y in (6) is laltrgker than the schgc(ltulgzd capacity in (13),
ie., CU (1) = C’ ( ). In fact, Cp;"™ (i) can be viewed
as the worst-case capacity for resource allocation in the
second hop since it is a lower bound for the actual capacity.
Finally, the max-min formulation in the objective function
can be handled by introducing the extra auxiliary variables
A0 omoe {1,...,MYy,p € {1,....,PY,k € {1,...,K}
and transforming the resource allocation and scheduling
optimization problem into its epigraph form® [22]:

Problem 2 (Transformed Optimization Problem):

max zz 3w

PSZ"‘PP 1meR, k€Um. »
s.t. C4, Co, C7

SIS D% o T

meR, kGZ/{mP t=11=1

DI

keblm,p t=1i=1
C3: p), > R®), Yk € Dy
C5: 0<s(tk)( ) <1,

< PBT7 Vp,

C2: < Pgr,, Ym,p,

Ym,p, k,i,t

ngp 2
C8: ZZS G BpJ)%mp( ) > 2k p,m, k,

i=1 t=1

Co: D> sty (1) Oy ()=

~(k) (k) _
where ppmp = pm,P‘c}}jfp(i):cgjfp(i)' Note that the constant

term —L—
nrg

~p is removed from the transformed objective func-
tion for simplicity of notation as it does not affect the values
of the arguments which maximize the objective function. The
extra constraints C8 and C9 represent the hypograph [22] of
the original optimization problem in (9). Now, the problem is
jointly concave with respect to the optimization variables since
the Hessian matrix of the objective function in (14) is nega-
tive semi-definite and the inequality constraints are convex.
Therefore, the transformed problem is a convex optimization
problem and the local optimal solution is identical to the global
optimal solution, since the duality gap is equal to zero under
some mild conditions [22]. More importantly, it is guaranteed
that the global optimal solution can be obtained in polynomial
time. In the next section, the considered optimization problem
will be solved in the dual domain.

W p,m, k, (14)

B. Dual Problem Formulation

In this subsection, the transformed resource allocation and
scheduling optimization problem is solved by Lagrange dual
decomposition. For this purpose, we first need the Lagrangian

5The epigraph form is a useful tool from optimization theory. It represents
a set of points (i.e., a graph) above or below the considered function [22].
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function of the primal problem. Upon rearranging terms, the
Lagrangian is given by

LN, B, 1,v,0,8,1,P,S, 2k
P
=1

=22 > (w

p=1meR, kEUm

2.2 X ZZS%’,’?@)X

p=1meR, kEUp p t=1 i=1

s+ v,

((n(’“) + )

X Cht, )+ (6 +0,) 1, ()
P 2 ngeg
ZAP(Z Z >3 P, ()~ Por)
p=1 ERp kEUy, p t=1 i=1
ng

M~

> a2 ZZ Pyt (@)
mERp keblmp =1i=1
Py WO RN
MERp k€U, p t=1 i=1
> i OIS T 1)
i=1 meR, kGZ/{mPt 1

3 R(k)(n<k>+a<k>)+z > YmpPres

k€D, p p=1meR,

]
Il
—

"fm»u

fV1'u

Il
-

p

15)

where A is the Lagrange multiplier vector associated with the
individual BS power constraints with elements \,. ~ is the
Lagrange multiplier vector corresponding to the individual
relay power constraints with elements ,,,. 6 and 7 are
the Lagrange multiplier vectors corresponding to the data
rate constraints in the two time slots with elements §(*) and
n®), respectively. §¢*) = 0 and 7*) = 0 for non-delay
sensitive users, i.e., k ¢ D, ,,Vm,p. Lagrange multiplier
vector 3 is connected with the subcarrier usage constraints
and has elements 5,(i), i € {l,...,np}. p are v are
the Lagrange multiplier vectors for constraints C8 and C9
in (14) with elements us,li?p and w(,ff,)p, respectively. 6 is
the Lagrange multiplier vector for the maximum received
interference temperature constraints in each subcarrier with
elements 6 k)( ). The boundary constraints C5 and C6 are
absorbed into the KKT conditions when deriving the optimal
solution in Section IV-C. Thus, the dual problem is given by

mln max ﬁ(A7 ﬁ?’v?l’l” V? 07 6’ n’ P’ 87 Z'E:f?p)'

ABovpv,0,6,m>0 p g Z(U

(16)

In general, the above dual problem can be unbounded if
zy(,lf,)p — 00. Consider the parts of the dual function in the

inner maximization which are related to zy(,l?p:

Inaxjgz >y (

Zm P p=1 mERp keU,,, P

ae

-y + ) 25,

if u, + v, = w®

17
otherwise an
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In order to have a bounded dual function, the Lagrange

multipliers ,ugf) and yy(n)p must satisfy ,ugf)p + I/(k) w®)

Thus, the dual problem is simplified to

max L\, 8,7, 1,80,8,1m,P,S), (18)

min
A.B,7,1,0,6,n>0 )

where LA B, 1, 0, 8,1, P,S) =

(k
‘C(A’ /8”73 M, vV, 6’ 6’ n, 7)787Zmap)‘ygl"?p:w(k)fﬂgf?p'

Note that the auxiliary variables zy(,’f)p

set v = w® — 1% “in (15).

vanish when we

C. Semi-Distributed Solution - Subproblem

By dual decomposition, the dual problem is decomposed
into a master problem and P x M X ng X 2 subproblems
which have identical structure. The dual problem can be
solved iteratively where in each iteration each BS solves one
local subproblem’ by utilizing the local CSI and exchanges
some information with other BSs to jointly solve the master

problem. The subproblem to be solved by BS p is given by
Zm,p,i()‘vﬁa')’vﬂv975#7’73’8)7 (19)

max
P.S

where Z‘:m,p,i ()‘a ﬁa Yo My 07 6’ n, Pa S) =

By { 3 Zsu (i }_ S RO 1 50)
keumpt 1 keD
- j{:9<t )stk) (i) (574 (6) — 1)
k€U p t=1
( Z Z gplfllwnp PBT)
kely, , t=1
2
T D 3P )
k€U, p t=1

9#P GER g bEUy,

< (PR G \Hﬁfmp(i)P—I) (20)
for a given set of Lagrange multipliers. Let
PRy (4), P(t k)*(l), and S%IZ) (i) denote the optimal

solution of the subproblem Then, the KKT conditions reveal

"In deed, the subproblem solved at the BS can be further decomposed
into |Rp| smaller subproblems to be solved by the relays. Nevertheless, the
resulting extra computational burden may overload the relays and the speed
of convergence of the iterative resource allocation algorithm decreases.
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that
5 k
OLmpil) _ [ (s +9)
oPyy (i) : 21n(2)
k)*
S%ap) ( ) R p( )|2pr;Rm,,p
k) k)
o2siiy (i) + PSS (i) Hp, R,y ()18, Ry
=0, PN (1)>0 en
< 0, otherwise,
~ k k)*
OLmpil ) +(<u$n?p+6<k> iy ()
S(tk)* /. m,p 21n(2
oP, " (i) n(2)
K k .
. Lt 1 (i)
k) * S (t,k)* k :
SR ()02 + 1) + PED I [HE) (0))?

—Z > > 00

9#D QER g bEU, 4

(@) (seDansy), 1H, ()7)

_ B (t.k)*
<0, 0therw1se
and
0L pi(...)
Dshyy” (i)
>0, sEbr i) =1
=W (D) = By()) § =0, 0<sEh (@) <1,
<0, shiy (i) =0
(23)
where
(k) (k)
. Hmip + N .
WER () = ( )(log2 (1 —|—F59p73%mp(z)) -
t,k)*
(Bp73%7‘rl p Vm7p + 6(k )

In2(c? + Ty ’“’*
(log2 (1 + F m,p

F(t,k:)*(.)
- >,<24)
(02 + 1+ 00D ()

o)t
) -

(t,k)=* . - (t,k)
I118,;,1?%,,L,,, (Z) = FBP,Rm,p( )‘P(t k) )= ngk});m Gy and
(#0053 (6R) | () 4
F(t,k)* o Pr Wl Hy, ()I
Iy p( ) = = (I+§2) L . Note that there was

aterm ey, Yimy 050 () (52,(1) — T) in (24), which
vanishes for the optimal solutlon as suggested by the comple-
mentary slackness condition [22].

By setting the derivative in (21) to zero, we obtain the
optimal transmit power allocation at BS p for user k in
subcarrier ¢ to relay m for using time slot allocation strategy
t, which can be expressed as

5(t,k)* . . k)= .
PR (i) = sER@PYEY (i) (25)
Pp
SR (4) (i + 1) _ a2 !
mp )\p21n( ) ‘HBp7Rm,p(i)|2pr7Rmp ’
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where 77(’“) = 0, for non-delay sensitive users, i.e., k ¢
Din.p, VM, p. Ap is chosen such that it satisfies the individual
BS power constraint. Power allocation (26) can be interpreted
as a multi-level water-filling scheme as the water levels of
dif{erentkusers can be different. Specifically, the water-levels,
%, of delay-sensitive users, are generally higher than
those of non-delay sensitive users, in order to satisfy constraint
C3 in (9). Similarly, the optimal transmit power allocation
at relay m of cell p for user k£ in subcarrier ¢ for time slot
allocation strategy ¢ is obtained by setting the derivative in
(22) to zero, and is given by

PR 6) = s (1) P ) 26)
P
tk (Vfr]:) +5(k>) ol +1 r
=08 () - R (; GRS ’
2I0(2) (o +QEPE) 1P 1 HE ()2 ]
where
Qs k)

b b .
YT Y oo, m, o)
g#PIER g bEU ¢
27

represents the interference to the other users created by this
power allocation. A large value of Q(“F)(3) results in a lower
water-level in the power allocation to reduce the impact on the
other users. On the other hand, subcarrier ¢ at BS p is allocated
to user k through relay m in using time slot allocation strategy
tif

max W( ’])( )

Jrd,z ,

(t.0)
(tk)*(z):{ 1 if Wiy (4) =
map O

where th’zzf)(i) is defined in (24). The derived subcarrier
allocation solution has two important implications. First, al-
though time-sharing is assumed for solving the optimization
problem, the optimal solution indicates that the maximum
system performance is achieved when there is no time-sharing
in any subcarrier of any cell. In other words, a subcarrier is
only assigned to one user with one time slot allocation strategy
in each cell and intra-cell interference is completely avoided.
Second, the optimal solution of the original optimization
problem is identical to the solution of the problem with time-
sharing relaxation, which agrees with Lemma 1.

(28)
otherwise

D. Solution of the Master Dual Problem

The Lagrange dual function is differentiable and, hence, the
gradient method can be used to solve the minimization of the
master problem in (16) at each BS. The solution is given by

Hinpln +1) = {ump[ J=&i[n] (29)
X (ZZsﬁf,’;) (i)x(égj}%w( )— C[(}m’f)p( )))} X]2>m P
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%wm+u—hww—&m (30)

x(PRT— 3 ZZP(““) )vam

k€U, p 1=1 t=1

Apln+1] = [)\p[n] —&3n]

ng 2 +
(P X Z X A,0)] W

MER k€U, p i=1 1

wm+u—ﬁmm—@m

(3

i=1 t=1

€29

(32)

5t k‘)

m.,p

+
DG %, () = R(’”)] Yk € Dy

M n+1] = {5(’“ [n] — &|n] 33)
+
(Z Zs(t k) C(tmk,)p( ) — R(k))],Vk’ € Doy
=1 t=1
%@mm+u-k&%mm-mm (34)

4
X(Ufk() I):| 7vm7pakl

where U( p) in (29) denotes the prOJectlon operator on the
feasible set Ui,i,’;) = {u p|0 < pim ) » < w®}. The projection

operator can be simply 1mplemented by a clipping function
k

{u,(fi,)p[n + 1]}1” such that 0 < u,gi,)p < w®) always holds.
Index n > 0 is the iteration index and &uln], v e {1,...,6}
are positive step sizes. Updating (3, (4) is not necessary since it
has the same value for each user and relay served by the same
BS and it does not affect the subcarrier allocation in (28).
y,(,’f?p can be obtained from y,(,’f?p = wk) — uﬂf?p. Since the
transformed problem is convex in nature, it is guaranteed that
the algorithm converges to the optimal solution if the chosen

step sizes satisfy the infinite travel condition [22], [23]

uwe{l,... 6} (35)

= 00,

> &uln]

In summary, the master problem adjusts the water-levels of
(25) and (26) through the gradient update equations (31) and
(32) until all individual power constraints of the BSs and
the relays are satisfied, respectively. On the other hand, the
Lagrange multipliers in update equations (33) and (34) act as
extra weightings and water-levels in (25)-(28), respectively,
forcing the scheduler to assign more subcarriers and power
to delay-sensitive users in order to satisfy the data rate re-
quirements. Furthermore, (35) limits the maximum amount of
interference received in each subcarrier. Finally, (29) reduces
the difference between the capacity of user k in the first and
second time slots, which corresponds to the selection of the
minimum capacity in (7).
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Algorithm 1 Semi-Distributed Iterative Resource Allocation
Algorithm

1: Initialize Lmaz, A, ¥, i, v, 0, 8, m, and set iteration index
n=20

2: Initialize P,, and compute S,, according to (28) for n =0

3: repeat {Outer Loop}

4: for i =1 to nr do

5 repeat {Inner Loop}

6: for p=1to P do

7 for t =1to 2 do

8 Calculate P<t k>* , (1) and P(t k)*( ), Vk € Um,p,

according to (25) and (26), respectlvely

9: end for

10: end for

11: All BSs and relays transmit pilot signals on the assigned
subcarrier.

12: Active users feed back
0ity (i) (sity ()l |Hy) (D)) to  their BS

and all BSs exchange the values with the help of
a centralized unit through an optical backhaul. The
centralized unit calculates Q**) (i) in (26) for the
active users and distributes the solution to each BS.

13: Update S, (i) for each BS according to (28) while
assuming the subcarrier allocation in other cells remains
unchanged.

14: until P, (i) and S, (z) converge

15:  end for

16: BS updates A, v, u, 0, §, 1 according to (29)-(35) and set

n=n+1

17: until convergence or n = Lyax

E. Semi-Distributed Iterative Algorithm for Practical Imple-
mentation

Theoretically, equations (25)-(35) provide a complete solu-
tion for the considered multi-cell resource allocation problem.
However, (26) involves non-causal knowledge of the resource
allocation policies in other cells due to multi-cell interference,
which is a hurdle for practical implementation. In this section,
we present a semi-distributed and iterative algorithm (Algo-
rithm 1) to bridge the gap between theory and practice. In
Algorithm 1, L4, is the maximum number of iterations, and
P, and S,, are the power allocation and subcarrier allocation
policy in the nth iteration, respectively. P, (i) and S,,(¢) are
the power allocation and subcarrier allocation policy vectors
in subcarrier 7 for all BSs and relays in the nth iteration,
respectively. The overall iterative algorithm is implemented
by two nested loops. The inner loop, i.e., line 5 to line
14, is solving the maximization in (18) for a given set of
Lagrange multipliers for subcarrier i. In line 8, we keep the
subcarrier allocation in subcarrier ¢ in other cells fixed and
optimize ng’%m’p () and Pgmki (). Then, we use the updated
variables in cell p and optimize the power allocation variables
in subcarrier ¢ for cell p+ 1, and so on. The same logic is also
applied in line 13. In other words, a multi-variable function is
optimized over each variable iteratively in the inner loop which
is known as the coordinate ascent method. Convergence to
the optimal solution for a given set of Lagrange multipliers is
ensured since the optimization problem is jointly concave with
respect to the optimization variables [24]. On the other hand,
the outer loop, i.e., line 3 to line 17, solves the minimization
of the master problem by updating the Lagrange multipliers.
Table I illustrates the required information exchange between
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Fig. 3. A multi-cell networks with 49 cells which share the same bandwidth
B. The shaded central part is the cluster of P = 7 coordinated cells.

the different entities of the network for solving the mas-
ter problem and the subproblems with the proposed semi-
distributed iterative algorithm.

V. RESULTS AND DISCUSSIONS

In this section, we evaluate the system performance using
simulations. A multi-cell system with 49 cells is considered
where the central cluster of P = 7 cells are coordinated as
shown in Figure 3. Each coordinated cell is modeled as two
concentric ring-shaped discs where the outer boundary has a
radius of 2 km and the inner boundary a radius of 1 km, cf.
Figure 1. There are M = 21 relay stations in the cluster and
each cell has N = % = % = 3 relays which are equally
distributed at the inner cell boundary in each cell for assisting
the transmission. There are K /P active cell edge users uni-
formly distributed in the outer ring of each cell. The number
of subcarriers is nyp = 128 with carrier center frequency
2.5 GHz, bandwidth B = 5 MHz, and w®) = 1,Vk. Each
subcarrier has a bandwidth of 39 kHz and a noise variance of
Ny = —128 dBm. The 3GPP path loss model is used [25].
The small scale fading coefficients of the BS-to-relay links
are generated as independent and identically distributed (i.i.d.)
Rician random variables with Rician factor k = 6 dB, while
the small scale fading coefficients of the relay-to-user links are
i.i.d. Rayleigh fading. For simplicity, log-normal shadowing is
ignored in the simulations, since its impact on the performance
of cell edge users is small compared to the impact of path loss.
Since not all BSs are coordinated, we model the uncoordinated
multi-cell interference as part of the noise variance oz [16].
We assume that the maximum transmit power per cell is Pr
and each transmission device, i.e., BS or relay, has a maximum
transmit power Pr, = Pp, = Np—fl. The average weighted
system throughput is obtained by counting the number of
packets which are successfully decoded by the users averaged
over both macroscopic (path loss) and microscopic (multipath)
fading. Unless further specified, the number of iterations is

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 10, NO. 7, JULY 2011

06 P =40dBm -

/[ 1 P_=35dBm
T K= 210, 315, 420
K=210, 315, 420 users

/ '
o ’f users ! -
A 4

/1

0.5~

0
04r B
1) /
/ / / — A - F'_r= 35 dBm, K=420 users, 20 iteartions
r)
A —h— P-r= 35 dBm, K=315 users, 20 iteartions
A — © — P=35dBm, K=210 users, 20 iteartions

Normalized performance of the proposed algorithm
—

—0—  Py=40dBm, K=420 users, 20 iteartions
— %= — PT: 40 dBm, K=315 users, 20 iteartions
P.=40 dBm, K=210 users, 20 iteartions

/7,
#o
i I
30 35 40 45 50 55 60
Maximum interference temperature to noise ratio GL: (dB)

— — — Optimal Performance

Fig. 4. The normalized performance of the proposed algorithm versus the
maximum interference-temperature-to-noise ratio UI—Z for different values of

Pr and different numbers of users K with P ="7 coordinated cells and
M = 21 relays. The y-axis is normalized by the performance of the optimal
centralized algorithm.

defined as the product of the number of inner loops and the
number of outer loops in Algorithm 1.

A. System Throughput versus Maximum Interference Temper-
ature 1

In this section, we focus on the impact of the value of
I on the system performance. As can be seen from Section
IV-A, the interference temperature I, which is the key for
transforming the original problem into a convex optimiza-
tion problem, plays an important role in the proposed semi-
distributed algorithm. The value of I puts a limit on the
maximum transmit power from other coordinated cells by
controlling the amount of interference temperature®. Figure 4
shows the normalized performance of the proposed algorithm
versus the value of I for different P and different numbers of
users K in P = 7 coordinated BSs. The y-axis is normalized
by the optimal performance obtained by solving the original
non-convex problem (9) using a centralized algorithm?, such
that it demonstrates the achievable fraction of the optimal
performance. The x-axis is the interference temperature-to-
noise ratio, i.e., Giz We assume that there are always 7

delay sensitive users with data rate requirement R%) = 0.1
bit/s/Hz in the coordinated cells!®, k & Dyy,.p, while the
remaining users are non-delay sensitive. It can be seen that
for a wide range of é, we can achieve more than 95%
of the optimal performance and enjoy the convexity of the

8In practice, the values of I for implementing the proposed algorithm can
be found in an off-line manner.

9For the centralized algorithm, the centralized unit is assumed to have
the CSI of all links in the network (including the interference links) to
perform subcarrier allocation and optimal power allocation by following
a similar approach as in [21]. Note, however, that the proposed semi-
distributed algorithm is guaranteed to be solved in polynomial time with
linear complexity in each iteration while the original problem in (9) has an
exponential complexity in M, P, t, and np.

10The target cell-edge performance for 4G is around 0.1 bit/s/Hz/user [26].
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TABLE I
QUANTIZATION TABLE FOR THE FEEDBACK/FEEDFORWARD VARIABLES
AND LAGRANGE MULTIPLIERS .

Variables Number of bits
*(t k) ( ) 6

t,b b b b .
0y (D)si ’( TGP 6
/\p/Ym,vav(n,)mﬁka(sk 3
QR (7) 6

transformed problem. Furthermore, the choice of I is not
sensitive to the number of users for a given value of Pr.
On the other hand, as expected, the optimal value of I is
proportional to Pr since the amount of multi-cell interference
increases with Pr; a higher value of I is needed to reflect the
actual interference temperature.

B. Convergence of the Semi-Distributed Algorithm and Sig-
naling Overhead

Figures 5 and 6 illustrate the evolution of the Lagrange
multipliers of the semi-distributed algorithm over time for
different transmit powers Pr. The x-axis represents the num-
ber of outer loop iterations and the number of inner loop
iterations is set to 2. The results in Figures 5 and 6 are
averaged over 10000 independent adaptation processes where
each adaptation process involves different realizations for
the path loss and the multipath fading. For comparison, the
figures also contain results for the realistic case where the
CSI feedback, the Lagrange multipliers, and the information
exchanged between the BSs and the relays in each iteration
are quantized with finite bit resoultion'!. The number of bits
used for quantization of the variables in this simulation are
listed in Table I. The results show that the semi-distributed
algorithm converges fast and typically achieves 90-95% of the
optimal value within 10 outer-loop iterations. As expected,
the quantization does not affect the speed of convergence
significantly but causes a small deviation from the optimal
value in the steady state.

Figure 7 depicts the signaling overhead versus the number
of users for both the centralized scheme and the proposed
semi-distributed algorithm. For the semi-distributed algorithm,
we quantize the involved variables as shown in Table I.
For the centralized scheme, all CSI and interference levels
fed back to the centralized unit are quantized with 6 bits.
It can be observed from Figure 7 that the proposed semi-
distributed iterative algorithm results in a significant reduction
in signaling overhead compared to the centralized resource al-
location algorithm, especially when the number of users in the
coordinated cells is large. However, even for a comparatively
small number of users in the cluster (e.g. K = 50), the amount
of overhead for the semi-distributed iterative algorithm is still
less than that of the centralized algorithm if the proposed
algorithm is limited to 10 iterations (product of inner and outer
loop iterations). We will show in the next subsection that 10
iterations are typically enough to achieve a close-to-optimal
performance.

"'The quantizer was designed off-line using the Lloyd-Max algorithm.
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Fig. 5. Lagrange multiplier A1 versus number of outer loop iterations with
K = 210 users and M = 21 relays for different transmit power levels. There
are 7 delay-sensitive users with data rate requirement R(®) = 0.1 bit/s/Hz.

Remark 1: For calculation of the total amount of signalling
overhead of the proposed algorithm shown in Figure 7, we first
define Q[-],, as a x bit quantizer used to quantize the input
variable and Ay, (i) = 0077 (i)syy (D), | Hy) | (3)]”
For the proposed semi-distributed iterative ai)gorithyryfl, the
amount of feedback required can be calculated as

KxnpxQ [\HI(QW (z)|2]6 +Number of iterations

A
X Q[Aflf(ﬁ Y (Z)L X np X 7Q{Q(t’k)(i)}6 Xnp x T
B C
+2x (Q[aly,, (i)h xnp xT)+
D
Q [P;(ﬂjj’;) (i)} X Txnp . (36)

E

where variable A is the CSI feedback of the relay-to-user links
from the relays to their home BS in the 7 cells; B represents
the information passing from the 7 BSs to the centralized unit
via the optical backhaul; C' corresponds to the feedforward
information from the centralized unit to the 7 BSs; D is the
feedback information from the users to their home BS in the 7
cells; E is the feedforward power allocation information from
the home BS to its relays in the 7 cells.

Remark 2: To illustrate the time scale of the proposed
distributed iterative algorithm, we adopt the following assump-
tions. Suppose we use part of the uplink data channel for
information exchange purposes in a TDD system and assume
baseline scheme 1 is used in the uplink for transmission. In
baseline scheme 1, each BS performs its own resource allo-
cation and completely ignores the multi-cell interference. For
baseline scheme 1 and the considered model parameters, the
estimated average capacity of the uplink channel in each cell is
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around 0.4 bit/s/Hz/cell'?, as can be observed in Figure 8. The
total amount of information exchange for 20 and 10 iterations
is 672000 bits and 403200 bits for 7 cells with a total of K =
175 users, respectively, cf. Figure 7. Assuming all the informa-
tion is conveyed by the bottleneck wireless links, the execution
time for 20 and 10 iterations of the proposed algorithm are
upper bounded by 672000 bits/(0.4 bit/s/Hz/cell x 5 MHz x
7cells) = 48 ms and 403200 bits/(0.4 bit/s/Hz/cell x
5 MHz x 7 cells) = 28 ms, respectively. Furthermore, for
an OFDMA system with a central carrier frequency of 2.5
GHz, the coherence time of the relay-to-user links is roughly
200 ms for pedestrian users [27]. Therefore, the scheduling
and resource allocation results obtained with the distributed
algorithm are still valid after 10-20 iterations.

12The wireless link capacity is the bottleneck in the feedback path of the
proposed algorithm.
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Fig. 8. Average weighted system throughput versus total transmit power per
cell for different resource allocation and scheduling algorithms. K = 210
users and P = 7 coordinated BSs.

C. System Throughput versus Transmit Power

Figure 8 illustrates the average weighted system throughput
versus the total transmit power in each cell Pr. There are
K = 210 users in the cluster and there are 7 delay sensi-
tive users with data rate requirement R*) = 0.1 bit/s/Hz,
k € Dy, p, while the remaining users are non-delay sensitive
and served by best effort. We are interested in studying the
performance of the proposed semi-distributed algorithm under
different system configurations. The value of I in the proposed
algorithm in each simulation point is chosen such that we
always achieve more than 95% of the performance of the
optimal resource allocation and scheduling algorithm. We first
demonstrate the performance gain achieved by the time slot
allocation strategy for the proposed semi-distributed algorithm
with different system configurations, namely, BS coordination
with optimized time slot allocation strategy (presented in the
main text), BS coordination with fixed time slot allocation
strategy, and BS coordination with traditional time slot allo-
cation strategy. For the BS coordination with fixed time slot
allocation strategy, the cells with odd index p employ ¢ = 1 for
all subcarriers and the remaining cells use ¢ = 2 for all channel
realizations. The traditional time slot allocation strategy is
realized by assigning ¢ = 1 to all BSs and subcarriers. As
can be observed, the optimized time slot allocation strategy
provides a significant power gain in the high transmit power
regime (multi-cell interference limited environment) compared
to the fixed and traditional time slot allocation strategies. In
all cases, even with only 20 iterations, the proposed semi-
distributed algorithm closely approaches the performance of
the optimal centralized scheduling algorithm. On the other
hand, the performance loss due to quantization is small which
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Fig. 9. Average weighted system throughput versus number of users in a
cluster with different data rate requirements and transmit power levels for the
proposed semi-distributed resource allocation and scheduling algorithms.

suggests that the proposed algorithm can be implemented in
practice with finite bit resolution.

For comparison, Figure 8 also contains the performance
of two baselines schemes. As mentioned before, in baseline
scheme 1, each BS performs its own resource allocation for
the DF relaying system and completely ignores the multi-cell
interference. For baseline scheme 2, interference from coor-
dinated cells is completely avoided by setting the frequency
reuse factor to %. In both baseline schemes, each BS is as-
sumed to have the CSI of its own cell. Then, the optimal power
allocation and subcarrier allocation for these two schemes can
be calculated by equation (9)'3. In the low transmit power
regime, i.e., Pr < 5 dBm, baseline scheme 1 achieves a
similar performance as the proposed semi-distributed resource
allocation algorithm. This is because noise is the dominating
factor for system performance for low transmit powers and the
effect of interference coordination is less significant. However,
as the total transmit power increases, the operating point of the
cluster is shifting from noise limited to interference limited.
The performance of the proposed semi-distributed algorithm
scales with the transmit power and achieves a substantial
performance gain compared to baseline scheme 1, since the
throughput of the latter is saturated due to strong multi-cell
interference. On the other hand, although baseline scheme 2 is
able to scale with the transmit power, the proposed algorithm
achieves a much higher spectral efficiency. This is due to the
fact that baseline scheme 2 sacrifices spectrum efficiency to
avoid multi-cell interference.

D. System Throughput versus Number of Users

Figure 9 depicts the average weighted system throughput
versus the number of users with different transmit power
and user data rate requirements. The number of iterations
for the proposed algorithm is 10. It can be observed that
the average system throughput increases with the number of

13To solve the single-cell optimization problem, we need to set the multi-
cell interference level to zero and reduce the number of coordinated cells to
1.
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Fig. 10. Average weighted system throughput versus number of coordinated
cells in a cluster with different data rate requirements and transmit power
levels for different resource allocation algorithms. The double sided arrows
represent the performance gain achieved by the proposed semi-distributed
resource allocation and scheduling algorithm.

users for the proposed resource allocation and scheduling
algorithm. This is because as the number of active users
increase, the scheduler has a higher chance to select some non-
delay sensitive users who have both strong channel conditions
to their home cell and weak channels to the other cells. This
effect can be interpreted as multi-user diversity (MUD) in
multi-cell systems. However, when the data rate requirements
become more stringent, the scheduler loses degrees of freedom
in the resource allocation and scheduling since it needs to
serve the delay sensitive users despite their potentially weak
channel qualities, which diminishes the MUD gain.

E. System Throughput versus Number of Coordinated Cells

Figure 10 shows the average weighted system throughput
versus the number of coordinated cells (the size of a cluster)
with different transmit power levels and data rate require-
ments. There are K = 30 users in each cell and each cell has
one delay sensitive user with certain data rate requirements,
while the remaining users are non-delay sensitive. The number
of iterations for the proposed algorithm is set to 20, for a
better illustration of the performance gain achieved by BS co-
ordination. The average weighted system throughput increases
with the number of cells in a cluster for the proposed resource
allocation and scheduling algorithm. This is because additional
cells in a cluster provide additional degrees of freedom in the
spatial dimension, which can effectively mitigate the multi-cell
interference. However, if the data rate requirements become
more stringent, less resources in the BSs can be coordinated
which diminishes the ability to mitigate multi-cell interference.
On the other hand, the system performance of baseline scheme
1 does not scale with the size of the cluster, as the multi-cell
interference is completely ignored for resource allocation and
scheduling. Note that when the number of coordinated cells in
the cluster is equal to one, the proposed algorithm is equivalent
to baseline scheme 1.
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VI. CONCLUSION

In this paper, we have formulated the resource alloca-
tion and scheduling design for multi-cell OFDMA systems
with DF relaying as a mixed non-convex and combinato-
rial optimization problem, in which multi-cell interference
and heterogenous user data rate requirements are taken into
consideration. For improved interference mitigation, we have
incorporated an effective time slot allocation strategy into the
problem formulation. By imposing an additional interference
temperature constraint and relaxing the subcarrier allocation
constraints, the considered problem has been transformed
into a convex problem. An iterative semi-distributed resource
allocation algorithm with closed-form power and subcarrier
allocation policies has been derived via dual decomposition
and requires only local CSI at each BS. Simulation results have
shown that the proposed algorithm approaches the optimal
performance in a small number of iterations even if the
information exchanged between the different nodes of the
network is quantized, which confirms the practicality of the
proposed scheme.
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