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Abstract- This paper considers the implementation of 
Tomlinson-Harashima (TH) precoding for multiuser MIMO sys
tems based on quantized channel state information (CSI) at the 
transmitter side. Compared with the results in [1], our scheme 
applies to more general system setting where the number of users 
in system K can be not equal to the number of transmit antenna 
nT (K ::; nT). We also study the achievable average sum rate 
of the proposed quantized CSI feedback-based TH precoding 
scheme. The expression of an upper bound on the mean loss in 
sum rate due to CSI quantization is derived. We also present some 
numerical results. Both the analytical and numerical results show 
that nonlinear precoding suffers from imperfect CSI more greatly 
than linear precoding. Nonlinear TH precoding can achieve much 
better performance than that of linear zero-forcing precoding 
for both perfect CSI and quantized CSI cases. In addition, our 
derived upper bound for TH precoding converges to the true 
rate loss faster than the upper bound for zero-forcing precoding 

obtained in [2] as the number of feedback bits increases. 

I. INTRODUCTION 

The perfonnance of a multiple-input multiple-output (MI
MO) communication system with spatial mUltiplexing is 
severely impaired by the multi-stream interference due to the 
simultaneous transmission of parallel data streams. Precoding 
matches the transmission to the channel and can reduce 
the inter-stream interference. Accordingly, linear precoding 
scheme with low complexity are based on zero-forcing (ZF) 
[3] or minimum mean-square-error (MMSE) criteria [4]. The 
nonlinear pre-processing based on Tomlinson-Harashima (TH) 
precoding can achieve significantly better performance than 
the linear preprocessing algorithm, since it limits the trans
mitted power increase while pre-eliminating the inter-stream 
interference [1, 5]. This technique employs modulo arithmetic 
and has a complexity comparable to that of linear precoders. 

As many precoding schemes, the major problem for systems 
with TH precoding is the availability of the channel state 
infonnation (CSI) at the transmitter. In time division duplex 
systems, since the channel can be assumed to be reciprocal, 
the CSI can be easily obtained from the channel estimation 
during reception. In frequency division duplex (FDD) systems, 
the transmitter cannot estimate this infonnation and the CSI 
has to be communicated from the receivers to the transmitter 
via a feedback channel. In this paper, we will focus on 
the implementation of TH precoding in FDD systems. For 
linear precoding, there have been extensive research results 
for MIMO systems with quantized CSI at the transmitter [2, 
6]. However, as far as we know, there has been very few work 

for systems employing TH precoding based on quantized CSI 
at transmit side except the very recent work [7], in which TH 
precoding was designed based on the available statistics of 
the channel magnitude information (CMI) and the quantized 
channel direction infonnation (CDI). 

In this paper, we design a multiuser spatial TH precoding 
based on quantized CSI and ZF criteria. In contrast to [1] 
where perfect CSI is at the transmitter side, we assume only 
quantized CDI is available at the transmitter. The feedforward 
filter as well as the feedback filter are computed at the 
transmitter only based on the quantized CDI received at the 
transmitter side. We study the achievable average sum rate 
of the proposed quantized CSI feedback-based TH precoding 
scheme by analytically characterizing the average sum rate 
loss as a function of feedback bits per user. Our derived upper 
bound for TH precoding tracks the true rate loss quite closely, 
and appears to converge faster than the upper bound for ZF 
precoding obtained in [2] as the number of feedback bits 
increases. 

II. SYSTEM MODEL 

We consider downlink multi-user MIMO systems where 
TH precoding [8] is used at the transmitter for multi-user 
interference pre-subtraction. The transmitter is equipped 
with nT transmit antennas and K decentralized users 
each has a single antenna such that K S; nT. Let the vector 
s = [51,' .. ,5 K lEeK represent the modulated signal vector, 
where 5k is the k-th modulated symbol stream for user k. 
Here we assume that in each of the parallel data streams 
an M-ary square constellation (M is a square number) is 
employed and the constellation set is A = {5 I + j 5Q I 5 I, 5Q E 

±l J 2(J-1)' ±3J 2(J-1)"" ,± (VM - 1) J 2(J-1)}' 
In general, the average transmit symbol energy is normalized, 
i.e. lE{15kI2} = 1. s is fed to the precoding unit, which 
consists of a backward square matrix B and a nonlinear 
operator MODT ( .) that acts independently over the real and 
imaginary parts of its input as follows 

MODT(x) = x - T l x � T j, (1) 

where T = VM J 2( J -1)' l z J is the largest integer not 
exceeding z. B must be strictly lower triangular to allow data 
precoding in a recursive fashion [1]. TH precoding modulo (1) 
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reduces the transmit symbols into the boundary square region 
of R = {x + jylx, y E (-T, T)}. The channel symbols are 
equivalently given as 

k -1 
Xk = Sk + dk - 2:)B]k,lXl, (2) 

l =l 
where dk E {2T(PI + jpQ)1 PI,PQ E Z} is properly selected 
to ensure the real and imaginary parts of Xk are constrained 
into R [1]. The constellation of the modified data symbols 
Vk = Sk + dk is simply the periodic extension of the original 
constellation along the real and imaginary axes. Equivalently, 
the effective data symbols Vk are passed into B, which is 
implemented by the feedback structure. Thus, we have 

v=Cx, 

where v = [VI,'" ,VKV and 

C = B +I. 

(3) 

(4) 

We will make the standard observation that the elements 
of x are almost uncorrelated and uniformly distributed over 
the Voronoi region of the constellation R, and that such a 
model becomes more precise as nT increases [5, Theorem 
3.1]. Furthermore, with lE {SSH} = I, Rx can be accurately 
approximated as Rx = J'�1 I [5]. Moreover, the induced 
shaping loss by the non-Gaussian signaling leads to the fact 
that the achievable rate can be up to 1.53 dB from the channel 
capacity [9]. However, as indicated in [1], the so-called 
shaping loss can be bridged by higher-dimensional precoding 
lattices. A scheme named "inflated lattice" precoding has been 
proved to be capacity-achieving in [10]. Thus, following [1], 
we will ignore the shaping gap in this work. 

A channel spatial pre-equalization are performed at transmit 
side using a feedforward precoding matrix F E CnT x K. 
Throughout this work, we assume equal power allocation to 
all supported users. Then the received signal can be written as 

r = jf,HFX + n, (5) 

where H = [hi,··· ,h'k 1 
T 

is the compact flat fading channel 
matrix consisting all the users's channel vectors and hk E CnT 
is the channel from the transmitter to user k I. r is used for 
transmit power normalization. F E CnT x K satisfies transmit 
power constraint fTr{FRxFH} = f J'�1 Tr{FFH} = p. 
We assume n is the white additive noise at all receivers 
with the covariance Rn = I without loss of generality. Each 
receiver compensates for the channel gain by dividing by a 
factor 9k prior to the modulo operation as follows: 

(6) 

where G = diag (91,1, ... ,9K,K)' 

I The ordering of the users' channel vectors in H will affect the precoding 
order of the users' information signals and further affect the performance of 
each user. However, at this stage we assume the user channel vectors are 
randomly ordered. Thus the TH precoding order of the users is 1,2,· . .  , K. 

Throughout this work, we assume each receiver can obtain 
perfect knowledge of his own CSI through channel estimation 
and feeds back this information to the transmitter with zero 
delay. In this part, we assume this feedback information is 
perfect at transmitter. With perfect CSI at the transmitter, let 
the QR decomposition of the compact channels be H = RQ, 
where R = h,j] E CKxK is a lower left triangular matrix 
and Q E CKxnT is a semi-unitary matrix with orthonormal 
rows which satisfies QQH = I. Then the precoding matrix F 
is given as F = QH, the scaling matrix G is given as G = 
�tl. with tl. = diag (rl,L .. · ,rK\) and the feedback 
matrix reads B = tl.HF-I  = tl.R-I. According to transmit 
power constraint f J'�1 K = P we have r = M�l K. With 
these processing, the effective data symbols y corrupted by 
additive noise can be written as [1] 

y = v + Gn. (7) 

At the receivers, each symbol in y is firstly modulo reduced 
into the boundary region of the signal constellation A. A 
quantizer of the original constellation will follow the modulo 
operation to detect the received signals. The signal-to-noise 
ratio (SNR) for receiver k �k can be written as 

P 2 �k = rirk,kl . (8) 

In the following part, we will describe how to implement 
the precoding with quantized CSI obtained at the transmitter. 

III. SYSTEM WITH QUANTIZED TRANSMIT CSI 

In a FDD system, the transmitter obtains transmit CSI for 
the downlink through the limited feedback of B bits by each 
receiver. Following the the studies of quantized CSI feedback 
in [2, 6], channel direction vector is quantized at each receiver, 
and the corresponding index is fed back to the transmitter 
via an error and delay-free feedback channel. Given the 
quantization codebook W = {WI,'" ,Wn} (Wi E C1XnT), 
which is known to both the transmitter and all receivers, each 
receiver selects the quantized channel direction vector of its 
own channel as follows: 

(9) 

where hk = I�II is the channel direction vector of user k. 

In this work, we use random vector quantization (RVQ) 
codebook, in which the n quantization vectors are indepen
dently and isotropically distributed on the nT-dimensional 
complex unit sphere [2]. Although RVQ is suboptimal for a 
finite-size system, it is very amenable to analysis and also its 
performance is close to the optimal quantization [2]. Using 
the result in [2], for user k we have 

(10) 

where cos2 ek = Ihkhfl2, hk E C1xM is a unit norm 
vector isotropically distributed in the orthogonal complement 
subspace of hk and independent of sin ek. Then H can be 
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written as 

(11) 

where r = diag(P1,'" ,PK) with Pk = Ilhkll, if> = 
diag (cos f h,··· , cos OK) and 0 = diag (sin 01,'" ,sinOK), 

A [' ' ] T 
_ [ _ _ ]

T H = hi,···, hI and H = hi,···, hI . 

With the quantized CDI at the transmitter side, the transmit
ter obtain the feedforward precoding matrix F and feedback 
matrix B through the QR decomposition of compact channel 
matrix H in the same way as the QR decomposition of matrix H, i.e. H = RQ, where matrices Rand Q have the same 
structure as matrices R and Q respectively. In addition, we 
denote Ij\j 12 as the (i, j)-th element of matrix R and <'It 

as the l-th row of matrix Q. Then we have F = QH and 
B = (diag { R } ) -1 

R -I. In addition, the scaling matrix at 
the receivers now becomes 

G = f' (rif> diag { R } ) -1 
(12) 

Using the same operation at the receiver side as that in perfect 
CSI case to detect the received signals, y can be further written 
as 

y = G ( � HFx + n) 
= G�r (if>H+OH) Fx+ Gn 

= v + (if> diag {R}) -
1 OHQH X 

+ f' (rif> diag {R}) -1 
n, (13) 

where we have used the relationship v = (diag { R} ) -1 
Rx. 

The first term is the useful signal for all users and the second 
term is interference caused by quantized CSI. 

According to (13), the signal-to-interference-plus-noise ratio 
(SINR) 'Yk for receiver k can be written as 

1 

(14) 

IV. AVERAGE SUM RATE ANALYSIS UNDER QUANTIZED 

CSI FEEDBACK 

In this section, we study the achievable average sum rate 
of the proposed quantized CSI feedback-based TH precoding 
scheme. To simplify analysis, we will characterize the average 
sum rate loss as a function of feedback bits per user. For 
tractability, throughout this section we assume each user's 
channel is Rayleigh-faded. In the following subsection, we 
will first study the statistical distribution of the power of 
interference signal at each user caused by quantized CSI at 
the transmitter side. 

A. Interference Part 

In this subsection, assuming Rayleigh fading channel and 
RVQ for quantized CSI feedback, we will derive the statistical 
distribution of interference part fp�llhkQHl12 sin2 Ok in (14). 
It is well known that p� has distribution X�nT and the distri
bution of sin2 Ok is given in [2, 6]. However, since hk ..1 11k 
(k = I, ... , K) and Q is detennined by 11k (k = I, ... , K), 
hk for k = 1"" , K are not independent of Q. Thus, the 
distribution of the tenn IIhkQHI12 is still unknown and to 
obtain the exact result is not trivial. The following lemma 
presents the exact distribution of this interference term. It is 
one of the key contributions of this paper. 

Lemma 1: For 1 < K < nT, the random variables Ck = 
IlhkQH 112 for k = I, ... , K follow the same beta distribution 
with shape (K - 1) and (nT -K) which is denoted as Ck � 

Beta(K -I, nT -K). In addition, the probability density 
function (p.d.f.) of Ck is given as 

_ 1 K-2 nT -K -1 fEk(X )- f3(K-l,nT-K) x (I-x) . (15) 

where f3(a, b) = Jo1 ta-1tb-1dt is beta function [11]. Special
ly, when K = 1 there is no interference term. When K = nT 
Ck = IIhkQHI12 is equal to 1 which is a constant. 

Proof See Appendix I. • 
Lemma 1 implies an very interesting result that, with randomly 
ordered user channel vectors, the signal of the user which is 
precoded ahead suffers from the same interference signal pow
er as the signals of the users which are precoded afterwards. In 
the following we will only focus on the general situation that 
1 < K < nT. However, it is easy to check that all obtained 
results also apply to special cases of K = 1 and K = nT. 
B. An Upper Bound on The Average Sum Rate Loss 

The average achievable rate for user k with perfect CSI and 
quantized CSI feedback are given as 

Rp,k = log2 (1 + �k) and RQ,k = log2(1 + 'Yk), 

respectively. 
Theorem 1: With B feedback bits per user, the average sum 

rate loss of user k due to quantized CSI feedback can be upper 
bounded byl 

f!,.Rk = lE{ Rp,k - RQ,d 

< log2 
(1 + � n(K -l)nT f3 (n �)) 

- r nT-l 'nT-l 

+ log2(e) 't1 
f3 (n, _z_' -) 

, (16) nT - 1 i=l nT - 1 

where n = 2B is the size of codebook. 
The proof is omitted due to limited space. From the results 
in [2, Theorem 1], the sum rate loss due to quantized feeback 

2Note that, in contrast to ZF precoding, for TH precoding different users 
have different average sum rate loss. Interestingly, simulation shows that for 
finite SNR the users precoded earlier will suffer from greater sum rate loss. 
However, in this work will adopt the average sum rate loss over all supported 
users. 
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Fig. !. The average sum rate performance of TH precoding and ZF precoding 
for both perfect CSI and quantized CSl. 
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" ' 0 - '  Upper bound in [2] (IF precoding) 
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Fig. 2. The average sum rate loss per user and corresponding upper bounds 
against the number of feedback bits. P = 25 dB. 

for zero-forcing bearnforming is upper bounded by f!,.R < 
10g2 (1 + Pnf3 ( n, n�� 1 ) ) . We find the first tenn at the right 
hand side (RHS) of (16) is approximately f!,.R for high order 
constellation, large number of transmit antennas and large 
number of supported users. Thus, the second term at the RHS 
of (16) can be seen as the sum rate degradation of nonlinear 
precoding compared with that of linear precoding when only 
quantized CSI is available at transmit side. 

V. NUMERICAL RESULTS 
In this section we present some numerical results. We 

assume nT = K = 4. Here the SNR of the systems is defined 
to be equal to P. 

Fig. 1 shows average sum rate performance of TH precoding 
and linear ZF precoding for both perfect CSI and quantized 
CSI with 4,8 and 15 feedback bits per user. We can see TH 
precoding performs better than linear precoding in both perfect 
CSI and quantized CSI cases. When the SNR is small and 
moderate, the average sum rate achieved by quantized CSI
based TH precoding can even be better than that of perfect 

CSI-based linear ZF precoding. 
Fig. 2 plots the average sum rate loss per user as a function 

of the number of feedback bits for both ZF precoding and 
TH precoding in a system at an SNR of 25 dB. We also 
plot the upper bound from Theorem 1 in this paper and the 
upper bound from Theorem 1 in [2]. From the figure we can 
see that nonlinear precoding suffers from imperfect CSI more 
greatly than linear precoding does. However, the perfonnance 
of nonlinear precoding can still be better than linear precoding 
when SNR is not large or the feedback quantization resolution 
is high enough. In addition, we notice that the upper bound 
for TH precoding tracks the true rate loss quite closely, and 
appears to converge faster than the upper bound for linear 
precoding obtained in [2] as B increases. 

V I. CONCLUSION 
In this paper, we have investigated the implementation of 

TH precoding in downlink multiuser MIMO system with 
quantized CSI at transmit side. In particular, our scheme 
generalized the results in [1] to more general system setting 
where the number of users in system K can be not equal to 
the number of transmit antenna nT. In addition, we studied 
the achievable average sum rate of the proposed scheme by 
deriving an expression of an upper bound on the mean loss 
in sum rate due to CSI quantization. Our numerical results 
showed that nonlinear TH precoding could achieve much 
better performance than that of linear zero-forcing precoding 
for both perfect CSI and quantized CSI cases. In addition, our 
derived upper bound for TH precoding converged to the true 
rate loss faster than the upper bound for zero-forcing precoding 
obtained in [2] as the number of feedback bits increase. 

ApPENDIX I 
PROOF OF Lemma 1 

The results for the special cases that K = 1 and nT 
are trivial. In the following we will consider the cases that 
1 < K < nT. Since the user channel vectors in H are 
unordered, so are the quantized channel direction vectors in 
H = [hi, ... ,h'k] 

T
. According to QR decomposition of H 

we have 
k 

hk = 2:= rk,I<1I, (17) 
1=1 

If we require ri,i > 0 for i = 1" " ,K,  this decomposition 
is unique. Particularly, we have r1 ,1 = 1 and <11 = hI. In 
addition, hk are isotropically distributed in the null space of 
hk [2]. Thus, for k = 1 we have ht-l- <11 or equivalently hI 
is an isotropic ally distributed unit vector in the null space of 
<11. 

With the assumption of RVQ, the quantized channel di
rection vectors hk' k = 1" " ,  K are independently and 
isotropically distributed on the nT-dimensional complex unit 
sphere due to the assumption of i.i.d. Rayleigh fading. Thus 
we can conclude that the orthonormal basis <11,'" ,<1K of 
the subspace spanned by quantized channel vectors hk' k = 

1849 



r(nT-l) 
r(nT-K) 1 ",K-l 

( )
nT-K-l 

-Di=l ti ti :::: 0, i = 1" " , K - 1, 2:��1 ti = 1 

otherwise 
(18) 

0, 

1, . . .  , K  have no preference of direction, i.e., [iIi, ... ,iIk] 
T 

is isotropically distributed in the K x nT semi-unitary space. 
Thus, to derive the distribution of Cl = IlhlQH112, we can 
assume iIi = ei for i = 1, . . .  , K  without loss of generality, 
�here ei is the i-th row of the id�ntity matrix InT' Recall that 
h l..liIl, thus the random vector hI can be written in the form 
of hI = [0, v ] , where the vector v = [VI, V2, ... ,VnT-l] is 
isotropically distributed on the (nT - I)-dimensional complex - A K 1 unit sphere. Then Cl = IIhlQHI12 = 2:1=� IV112. Let tl = 
IV112. It has been obtained in [I2] that the joint p.d.f. of 
tl,'" ,tK-l is given by (18) which is shown at the top 
of next page. Now we want to obtain the distribution of 
Ul = 2:��1 ft . We define the following transformation of 
variables 

K-l 
Ul = L tl, Ui = ti for i = 2" " , K  - 1. 

1=1 
It is easy to obtain the corresponding Jacobian is J = 1. Thus 
the joint p.d.f. of Ul, ... ,UK -1 is 

( ) _ r(nT - 1) 
(1 _ )nT-K-l fU1, ... ,UK-1 Xl, "', XK-l - r(nT _ K) 

Xl . 
(19) 

Since ° S; ti S; 1, we have ° S; tl = Ul -2:�;1 Ui S; 1. 
The region of the random variables can be obtained as V = 
{(Ul,··· ,UK-d lOS; 2:�;lui S; Ul S; 1,0 S; Ui S; 
1 for i = 2, . . .  , K  -I} . Then the marginal distribution of Ul 
can be obtained as 

fU1(X ) 

= / ···l f(x, X2··· , XK-l) dX2'" dXK-l 

- / 1 r(nT - 1) ( )nT-K-l 
- ... I-Xl dX2···dXK-l v r(nT - K) 

0) r(nT - 1) 
( 1 _ x)nT-K-l XK-2 

r(nT - K) (K - 2) ! 

which is given by (15), where in (a) we have used the identity 
J J . . .  J dtl ... dtn = �; [11]. We find that Cl = Ul 

2:;'=1 t.;�h 
h�O,··, ,tn�O 
follows beta distribution with shape (K - 1) and (nT - K) . 
In the following we will prove CkS have the same distribution. 

A A [ T T]
T . 

We denote H11" = P 11"H = h11"(l) , ... ,h11"(K) the 
matrix obtained by permutating the row vector of matrix 
H according to the permutation 7r of ( 1, 2" " , K) , where 
7r is channel-independent and P11" = [111"(1)"'" 111"(K)]

T 

is the permutation matrix corresponding to 7r and 111"(i) is 
the 7r(i)-th column of identity matrix. Then the QR de
composition of H11" can be written as H11" = P 11"RQ = 
R11"Q11"' With the assumption that R11" has positive diagonal 

elements, the above QR decomposition of H11" is unique. Using 
Givens transformation, there is a series of Givens matrices 
Gl,'" ,GK-l E CKxK which satisfy P11"RGl··· GK-l = 
R11"' where R11" E CKxK is a lower triangular matrix with 
positive diagonal elements. Since Givens matrix is unitary, we 

H H A • have Gl ... GK-l G K-l ... Gl = I. So H11" can be wntten A - H HA - H HA 
as H11" = R11"GK_l···Gl Q . Let Q11" = GK_l···Gl Q , 
we have H11" = R11"Q11" where Q11" is unitary. Thus H11" = 
R11"Q11" is also a QR decomposition of H11"' Using the unique
ness of QR decomposition, we conclude that Q11" = Q11" and 
R11" = R11"' Thus we have 

Ck = IIhkQHI12 
= IlhkQ;r G�_l ... Gi'112 

� IlhkQ;r112, (20) 

where (b) is due the fact that matrix Gi is unitary for i = 
1" " , K - 1. If we let 7r(I) = k, hk will be the first row 
of H11"' According to the previous derivation in the proof, we 
know Ck for k = 2, . . .  , K  - 1 have the same distribution as 
Cl whose p.d.f. is give by (15). 
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