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Abstract—In this paper, resource allocation for energy-effi-
cient secure communication in an orthogonal frequency-division
multiple-access (OFDMA) downlink network is studied. The con-
sidered problem is modeled as a nonconvex optimization problem
that takes into account the sum-rate-dependent circuit power
consumption, multiple-antenna eavesdropper, artificial noise gen-
eration, and different quality-of-service (QoS) requirements, in-
cluding a minimum required secrecy sum rate and a maximum
tolerable secrecy outage probability. The power, secrecy data rate,
and subcarrier allocation policies are optimized for maximization
of the energy efficiency of secure data transmission (bit/joule se-
curely delivered to the users). The considered nonconvex optimiza-
tion problem is transformed into a convex optimization problem
by exploiting the properties of fractional programming, which
results in an efficient iterative resource allocation algorithm. In
each iteration, the transformed problem is solved by using dual
decomposition. Simulation results illustrate that the proposed it-
erative resource allocation algorithm not only converges in a small
number of iterations but maximizes the system energy efficiency
and guarantees a nonzero secrecy data rate for the desired users
as well. In addition, the obtained results unveil a tradeoff between
energy efficiency and secure communication.

Index Terms—Artificial noise generation, energy efficiency,
green communications, multiple-input–multiple-output (MIMO)
beamforming, passive eavesdropper, physical (PHY) layer
security.

I. INTRODUCTION

O RTHOGONAL frequency-division multiple access
(OFDMA) is a promising candidate for high-speed

wireless multiuser communication networks, such as the Third-
Generation Partnership Project (3GPP) Long-Term Evolution
Advanced, IEEE 802.16 worldwide interoperability for micro-
wave access, and IEEE 802.22 wireless regional area
networks, not only because of its robustness against multipath
fading, but because of its flexibility in resource allocation
as well. In an OFDMA system, the fading coefficients of
different subcarriers are likely to be statistically independent
for different users. With channel state information at the
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transmitter (CSIT), the maximum system throughput (bits
per second) can be achieved by selecting the best user for
each subcarrier and adapting the corresponding transmit
power, which yields a multiuser diversity (MUD) gain [1],
[2]. On the other hand, the increasing interest in multimedia
services has led to a tremendous demand for high-data-
rate communications with certain guaranteed quality-of-
service (QoS) properties. This demand has significant
financial implications for service providers because of the
rapidly increasing energy consumption. As a result, energy-
efficient system designs, which adopt energy efficiency (bits
per joule) as the performance metric, have recently received
much attention in both industry and academia [3]–[7]. In
[3] and [4], power allocation algorithms for energy-efficient
multicarrier systems were studied assuming a static circuit
power consumption. In [5] and [6], energy-efficient link
adaptation for a sum rate-dependent dynamic circuit power
consumption was considered. However, if user selection and
link adaptation are jointly optimized, the algorithms proposed
in [3]–[6] may no longer be applicable. In [7], a risk-return
model was proposed for energy-efficient power allocation in
multicarrier systems. Yet, the proposed algorithm is suboptimal
and does not achieve the maximum energy efficiency.

On the other hand, a large amount of work has recently been
devoted to information-theoretic physical (PHY) layer security
[8]–[18] as a complement to traditional cryptographic encryp-
tion adopted in the application layer. The pioneering work on
PHY layer security by Wyner [8] showed that in a wiretap
channel, a source and a destination can exchange perfectly
secure messages with a nonzero rate if the desired receiver en-
joys better channel conditions than the passive eavesdropper(s).
In [9]–[11] and [12] and [13], resource allocation with PHY
layer security considerations was studied for multicarrier and
multiple input multiple output (MIMO) systems, respectively.
In these works, the channel state information (CSI) of the
eavesdroppers is assumed to be known at the base station (BS).
In other words, a secure communication with nonzero data rate
can always be guaranteed by carefully adapting the transmit
power. Yet, eavesdroppers are usually passive and silent to hide
their existence. Thus, the CSI of the eavesdroppers cannot be
obtained via feedback from the eavesdroppers or be measured
at the BS based on handshaking signals. To overcome this
problem, multiple antennas and artificial noise generation have
been proposed for security provision. In particular, by exploit-
ing the extra degrees of freedom in a multiple-antenna system,
artificial noise or interference is generated and injected into the
null space of the desired users to degrade the channels of the
eavesdroppers. In [14] and [15], the power allocation problem
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for maximizing the ergodic secrecy capacity in single-user
single-carrier systems with artificial noise generation, assuming
the CSI of the eavesdropper is perfectly known at the BS is
studied. However, the assumption of ergodic channels cannot
be justified for delay-sensitive applications in practice since
the transmitted packets of these applications experience slow
fading. Hence, a secrecy outage [16, Ch. 5] occurs whenever
the scheduled secrecy data rate exceeds the secrecy capacity
between the BS and the desired users in the presence of eaves-
dropper(s), which introduces a QoS concern for secrecy. In [17]
and [18], resource allocation algorithms with consideration of
a probabilistic secrecy QoS metric and artificial noise injection
for combating an eavesdropper in two-hop multicarrier systems
is proposed. Nevertheless, the energy efficiency of the systems
in [17] and [18] is unclear, and the optimization of the amount
of power devoted to artificial noise generation for maximization
of the energy efficiency remains an unsolved problem. More-
over, it is still unknown if there exists a tradeoff between energy
efficiency and secrecy as far as resource allocation is concerned.

Motivated by the aforementioned observations, we formu-
late the resource allocation problem for energy-efficient secure
communication in OFDMA systems with artificial noise gen-
eration as an optimization problem. By exploiting the prop-
erties of fractional programming, the considered nonconvex
optimization problem is transformed to an equivalent convex
optimization problem with a tractable solution, which can be
obtained with an iterative algorithm. In each iteration, the
transformed problem is solved by using dual decomposition,
and closed-form power, secrecy data rate, and subcarrier allo-
cation policies maximizing the energy efficiency are obtained.
The proposed algorithm not only converges fast to the optimal
solution but fulfills the secrecy outage tolerance requirements
of the users as well.

The remainder of this paper is organized as follows. In
Section II, we outline the model for secure OFDMA systems.
In Section III, we define the performance metric and formulate
the resource allocation with artificial noise generation as an op-
timization problem. In Section IV, the nonconvex optimization
problem is solved via an iterative algorithm. Section V presents
numerical performance results, and in Section VI, we conclude
with a brief summary of our results.

II. ORTHOGONAL FREQUENCY-DIVISION MULTIPLE

ACCESS DOWNLINK NETWORK MODEL

In this section, after introducing the notation used in this
paper, we present the adopted channel and signal models.

A. Notation

A complex Gaussian random variable with mean µ and
variance σ2 is denoted by CN (µ, σ2), and ∼ means “distributed
as.” [x]+ = max{0, x}. EX{·} denotes statistical expectation
with respect to (w.r.t.) random variable X . CN×M is the space
of all N ×M matrices with complex entries. ‖ · ‖ denotes the
Euclidean norm of a matrix/vector. [·]† represents the conjugate
transpose operation. 1(·) denotes an indicator function that is 1
when the event is true and 0 otherwise.

Fig. 1. OFDMA downlink network. There are one BS with NT = 4 antennas,
K = 9 desired users equipped with a single antenna, and one eavesdropper
with NE = 2 antennas. For an effective eavesdropping, the eavesdropper
chooses a location closer to the BS compared with the locations of all the
desired users.

B. Channel Model

We consider an OFDMA downlink network that consists of
a BS with NT antennas, an eavesdropper1 with NE antennas,
and K mobile users equipped with a single antenna (cf. Fig. 1).
We assume that NT > NE to enable secure communication.
The eavesdropper is passive, and its goal is to decode the
information transmitted by the BS without causing interference
to the communication channels. The impulse responses of all
channels are assumed to be time invariant (slow fading). We
consider an OFDMA system with nF subcarriers. The received
symbols at user k and the eavesdropper on subcarrier i ∈
{1, . . . , nF } are, respectively, given by

yk[i] =hk[i]xk[i] + n[i]

yE [i] =G[i]xk[i] + e[i] (1)

where xk[i] ∈ C
NT×1 denotes the transmitted symbol vector.

hk[i] ∈ C
1×NT is the channel vector between the BS and user

k on subcarrier i, and G[i] ∈ C
NE×NT is the channel matrix

between the BS and the eavesdropper on subcarrier i. Both
variables hk[i] and G[i] include the effects of path loss and
multipath fading. n[i] is the additive white Gaussian noise
(AWGN) in subcarrier i at user k with distribution CN (0, N0),
where N0 is the noise power spectral density. e[i] ∈ C

NE×1

is the AWGN vector in subcarrier i at the eavesdropper, and
each entry of e[i] has distribution CN (0, N0). We assume that
the CSI (path loss information and multipath fading) of the
desired users is perfectly known at the BS due the accurate
channel measurements. On the other hand, we assume that
the BS knows only the number of antennas NE employed by
the eavesdropper2 and the associated channel distribution with
an unknown variance. Since the CSI of the eavesdropper is
unavailable at the BS, to secure the desired wireless commu-
nication links, an artificial noise signal is generated at the BS to
degrade the channels between the BS and the eavesdropper.

1An eavesdropper with NE antennas is equivalent to multiple eavesdroppers
with a total of NE antennas which are connected to a joint processing unit.

2Note that the eavesdropping capability increases with the number of an-
tennas employed by the eavesdropper. In practice, the BS may not know the
number of eavesdropper antennas. Hence, the BS may assume NE as NE =
NT − 1 to ensure security by considering the worst-case scenario.
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Artificial Noise Generation: The BS chooses xk[i] as a
linear combination of the information bearing signal uk[i] and
the artificial noise signal vk[i], i.e.,

xk[i] = bk[i]uk[i]︸ ︷︷ ︸
Desired Signal

+ Vk[i]vk[i]︸ ︷︷ ︸
Artificial Noise

(2)

where vk[i] ∈ C
NT−1×1 is a vector of independent identically

distributed (i.i.d.) complex Gaussian random variables with
variance σ2

v [i], and bk[i] ∈ C
NT×1 is a beamforming vector.

Since hk[i] is known at the BS, without loss of generality,
we define an orthogonal basis Vk[i] ∈ C

NT×NT−1 for the null
space of hk[i] such that hk[i]Vk[i]vk[i] = 0 and V†

k[i]Vk[i] =
I, where I is a (NT − 1)× (NT − 1) identity matrix. In other
words, the artificial noise signal does not interfere with the
desired users. Without loss of generality, we define the transmit
power devoted to the information bearing signal for user k in
subcarrier i as pk[i]. Then, the signal-to-noise ratio (SNR) at
user k is maximized by choosing bk[i] = pk[i]h

†
k[i]/‖hk[i]‖

such that the information bearing signal lies in the range space
of hk[i]. Hence, the received signals in (1) can, respectively, be
rewritten as

yk[i] =hk[i]bk[i]uk[i] + n[i]

= pk[i]λmaxk
[i]uk[i] + n[i] (3)

yE [i] =G[i]bk[i]uk[i] +G[i]Vk[i]vk[i] + e[i] (4)

where λmaxk
[i] is the maximum eigenvalue of h†

k[i]hk[i]. Sup-
pose the total transmit power on subcarrier i for user k is Pk[i].
We establish the following relationships [15]:

Pk[i] = pk[i] + (NT − 1)σ2
v [i]

pk[i] =αk[i]Pk[i]

σ2
v [i] =

(1 − αk[i])Pk[i]

NT − 1
(5)

where 0 < αk[i] ≤ 1 represents the fraction of power devoted
to the information bearing signal on subcarrier i for user k.

III. RESOURCE ALLOCATION AND SCHEDULING

In this section, we introduce the adopted system performance
metric and formulate the corresponding resource allocation
problem. Since the adopted approach is based on information
theory, the buffers at the BS are assumed to be always full,
and there are no empty scheduling slots due to an insufficient
number of source packets at the buffers.

A. Instantaneous Channel Capacity, Secrecy Outage, and
Energy Efficiency

In this section, we define the adopted system performance
measure. Given perfect CSI at the receiver, the maximum
channel capacity between the BS and user k on subcarrier i
with subcarrier bandwidth W is given by

Ck[i] = W log2

(
1 +

pk[i]λmaxk
[i]

N0W

)
. (6)

Without loss of generality, we normalize the received symbols
at the eavesdropper by a factor ‖G[i]‖. Hence, the received
symbols at the eavesdropper can be expressed as

ỹE [i] =
yE [i]

‖G[i]‖ = G̃[i]xk[i] + G̃[i]Vk[i]vk[i] + ẽ[i] (7)

where G̃[i] = G[i]/‖G[i]‖, and ẽ[i] = e[i]/‖G[i]‖. Note that
the effect of the path loss between the BS and the eavesdropper
is now modeled as a position-dependent noise vector ẽ[i] with
variance (N0W/‖G[i]‖2) in each entry instead of position-
dependent channel gains [14], [15]. The BS does not know the
location of the eavesdropper. As a result, we design the resource
allocation algorithm for the worst-case scenario. In particular,
we assume that the eavesdropper is much closer to the BS than
the desired users such that the eavesdropper noise is negligible,
i.e., (N0W/‖G[i]‖2) → 0. The capacity between the BS and
the eavesdropper on subcarrier i under this noiseless worst-case
scenario is given by

CE [i] =W log2

∣∣∣∣I+ pk[i]g1g
†
1[i]

(
σ2
v [i]G2[i]G

†
2[i]

)−1
∣∣∣∣

=W log2

×
(

1 +
αk[i](NT − 1)

1 − αk[i]
g†
1[i]

(
G2[i]G

†
2[i]

)−1

g1[i]

)

(8)

where | · | denotes the determinant of a matrix, g1[i] =
G̃[i]bk[i], and G2[i] = G̃[i]Vk[i].

Therefore, the maximum achievable secrecy capacity on
subcarrier i is given by the difference of the BS-to-user k
channel capacity and the BS-to-eavesdropper channel capacity
[14], which can be expressed as

Csec,k[i] = (Ck[i]− CE [i])1 (Ck[i] > CE [i]) . (9)

If the CSI of the BS-to-eavesdropper link is available at the
BS, the resource allocator can set the target secrecy data rate
Rk[i] and control the channel capacity Ck[i] to match the
channel conditions via power adaptation, i.e., Rk[i] = Ck[i]−
CE [i] and Ck[i] > CE [i], such that secure communication is
guaranteed for secrecy data rate Rk[i]. However, here, the
eavesdropper is assumed to be passive, and its CSI is not
available at the BS, i.e., CE [i] is a random variable for the
BS. Furthermore, we assume that the channel fading between
the BS and the eavesdropper is Rayleigh distributed [14], [15].
In other words, the elements in matrix G̃[i] in (7) are zero
mean and unit variance complex Gaussian random variables. A
secrecy outage [16, Ch. 5] occurs whenever the target secrecy
data rate Rk[i] exceeds the secrecy capacity, despite the fact that
we have considered the worst case scenario in (8). To model
the effect of secrecy outage, we consider the performance in
terms of the secrecy outage capacity rather than the ergodic
capacity [19]. The average secrecy outage capacity is defined as
the total average number of bits/s securely delivered to the K
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mobile users (averaged over multiple scheduling slots) and is
given by

Usec(P,R,S) =
K∑

k=1

wk

nF∑
i=1

sk[i]Rk[i]EG̃[i]

× {1 (Ck[i]− CE [i] > Rk[i])}

=

K∑
k=1

wk

nF∑
i=1

sk[i]Rk[i]

× Pr [Rk[i] < Ck[i]− CE [i]|hk[i]] (10)

where vector hk[i] represents the CSI between the BS and user
k on subcarrier i. P , R, and S are the power, secrecy data
rate, and subcarrier allocation policies, respectively. sk[i] ∈
{0, 1} is the subcarrier allocation indicator. wk is a positive
constant provided by the upper layers. Indeed, by varying the
value of wk, the scheduler is able to give different priorities to
different users and to enforce certain notions of fairness such as
proportional fairness and max–min fairness [20], [21]. On the
other hand, for designing a resource allocation algorithm for
energy-efficient communication, it is important to include the
total power consumption in the optimization objective function.
Thus, we model the power dissipation in the system as the sum
of one static term and two dynamic terms that can be expressed
as [5], [6]

UTP (P,R,S) = PC +
K∑

k=1

nF∑
i=1

Pk[i]sk[i]︸ ︷︷ ︸
Power amplifier

+ δ

K∑
k=1

nF∑
i=1

sk[i]Rk[i]︸ ︷︷ ︸
Linear sum rate dependent power

(11)

where PC is a static circuit power consumption of device
electronics such as mixers, filters, and digital-to-analog convert-
ers. The middle term in (11) denotes the power consumption
in the power amplifier. The last term3 in (11) represents a
linear sum rate dependent power dissipation, where the value
of δ ≥ 0 reflects the relative importance of this term. Note
that the linear relationship between the data rate and the signal
processing power adopted in (11) is just an illustrative example.
In fact, as long as the signal processing power is a convex
increasing function of the data rate, the proposed algorithm is
still applicable with small modifications.

The energy efficiency of the considered secure system is
defined as the total average number of securely delivered
bits/joule (averaged over multiple scheduling slots)

Ueff(P,R,S) = Usec(P,R,S)
UTP (P,R,S) . (12)

3Depending on the definition of energy efficiency, the last term in (11)
represents the baseband back-end processing power of the transmitter only, the
receivers only, or both the transmitter and receivers.

B. Optimization Problem Formulation

The optimal power allocation policy P∗, secrecy data rate
allocation policy R∗, and subcarrier allocation policy S∗ can be
obtained by solving

max
P,R,Sαk[i]

Ueff(P,R,S)

s.t. C1 : Pr
[
Rk[i] ≥ Ck[i]− CE [i]

∣∣∣hk[i]
]
≤ ε ∀k, i

C2 :

K∑
k=1

nF∑
i=1

Pk[i]sk[i] ≤ Pt

C3 :
K∑

k=1

nF∑
i=1

sk[i]Rk[i] ≥ r

C4 :
K∑

k=1

sk[i] ≤ 1 ∀i

C5 : Pk[i] ≥ 0 ∀i, k
C6 : sk[i] = {0, 1} ∀i, k
C7 : 0 < αk[i] ≤ 1 ∀i, k. (13)

In C1, ε denotes the maximum tolerable secrecy outage
probability, i.e., C1 is a QoS metric for communication security.
C2 is a transmit power constraint for the BS. The value of Pt

puts a limit on the power consumption of the power amplifier
to limit the amount of out-of-cell interference. C3 specifies the
minimum system secrecy outage capacity requirement r. Note
that although variable r in C3 is not an optimization variable in
this paper, a balance between energy efficiency and aggregate
system secrecy outage capacity can be struck by varying r.
Without constraint C3, it is possible that the algorithm achieves
a high energy efficiency but with a low secrecy data rate for
satisfying C1. In contrast, imposing C3 can guarantee that
the secrecy data rate of the system cannot drop below the
specified r. C4 and C6 are imposed to guarantee that each
subcarrier is used by one user only. C5 and C7 are the boundary
constraints for the power allocation variables.

IV. SOLUTION OF THE OPTIMIZATION PROBLEM

The objective function in (13) is a ratio of two functions that
is generally a nonconvex function. As a result, a brute force ap-
proach may be required for obtaining a global optimal solution.
However, such a method has exponential complexity w.r.t. the
numbers of subcarriers that are computationally infeasible even
for small size systems. To derive an efficient resource allocation
algorithm, we introduce the following transformation.

A. Transformation of the Objective Function

The fractional objective function in (12) can be classified as
a nonlinear fractional program [22]. For the sake of notational
simplicity, we define F as the set of feasible points of the
optimization problem in (13). Without loss of generality, we
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TABLE I
ITERATIVE RESOURCE ALLOCATION ALGORITHM

define the maximum energy efficiency q∗ of the considered
system as

q∗ =
Usec(P∗,R∗,S∗)

UTP (P∗,R∗,S∗)
= max

P,R,S,αk[i]

Usec(P,R,S)
UTP (P,R,S) . (14)

We are now ready to introduce the following theorem.
Theorem 1: The optimal resource allocation policies

{P∗,R∗,S∗} ∈ F achieve the maximum energy efficiency q∗

if and only if

max
P,R,S,αk[i]

Usec(P,R,S)− q∗UTP (P,R,S)

= Usec(P∗,R∗,S∗)− q∗UTP (P∗,R∗,S∗) = 0 (15)

for Usec(P,R,S) ≥ 0 and UTP (P,R,S) > 0.
Proof: See Appendix A. �

Theorem 1 reveals that for an optimization problem with an
objective function in fractional form, there exists an equivalent4

objective function in subtractive form, e.g., Usec(P,R,S)−
q∗UTP (P,R,S) in the considered case. As a result, we can
focus on the equivalent objective function in the rest of this
paper.

B. Iterative Algorithm for Energy Efficiency Maximization

In the next section, we propose an iterative algorithm (known
as the Dinkelbach method [22]) for solving (13) with an equiva-
lent objective function. The proposed algorithm is summarized
in Table I, and the convergence to optimal energy efficiency is
guaranteed.

Proof: See Appendix B for the proof of convergence. �
Note that the algorithm converges to the optimal solution

with a superlinear convergence rate (see [23] for a detailed
proof). As shown in Table I, in each iteration in the main

4Here, “equivalent” means both problem formulations will lead to the same
optimal resource allocation policies.

loop, we solve the following optimization problem for a given
parameter q:

max
P,R,S

Usec(P,R,S)− qUTP (P,R,S)

s.t. C1,C2,C3,C4,C5,C6,C7. (16)

In the following, we derive the solution to the main loop
problem (16) by dual decomposition.

1) Solution of the Main Loop Problem: The main loop
optimization problem in (16) is a mixed combinatorial and
nonconvex problem. The combinatorial nature comes from
the Boolean subcarrier assignment constraint C6, while the
nonconvexity comes from the secrecy outage constraint C1,
which is neither convex nor concave w.r.t. the optimization
variables. It is convenient to incorporate the outage requirement
constraint C1 in (13) into the objective function. This is possible
if the constraint in C1 is fulfilled with equality for the optimal
solution. Thus, in the following, we replace the “≤” sign in C1
by a “=” sign, and the resulting optimization problem may be
viewed as a restricted version of the original problem (13) since
it has a smaller feasible set.5 We are now ready to introduce the
following proposition.

Proposition 1 (Equivalent Secrecy Data Rate): Assuming
the channel between BS and eavesdropper is Rayleigh fading,
for a given outage probability ε in C1, the equivalent secrecy
data rate that incorporates the secrecy outage probability on
subcarrier i for user k with optimal α∗

k[i] is given by

Rk[i] = W

[
log2 (1 + Pk[i]Υk[i])− log2

(
1 +

α∗
k[i]ΛE [i]

1 − α∗
k[i]

)]+
(17)

for

Υk[i] =
α∗
k[i]λmaxk

[i]

N0W

ΛE [i] = (NT − 1)F−1
zc

(ε)

α∗
k[i] =

1√
ΛE [i]

(18)

where F−1
zc

(ε) denotes the inverse function of Fzc(z) =∑NE−1
n=0

(
NT−1

n

)
zn/(1 + z)NT−1 = ε.

Proof: See Appendix C. �
From the foregoing proposition, it can be observed that the

signal-to-interference-plus-noise ratio (SINR) of the eavesdrop-
per ΦE [i] = α∗

k[i]ΛE [i]/1 − α∗
k[i] approaches a constant value

at high SNR. More importantly, the SINR of the eavesdropper
on each subcarrier is independent of the optimization variables,
which simplifies the derivation of the optimal resource alloca-
tion algorithm.

5We can also adopt the chance constrained programming transformation
in [24]. However, this method is only applicable to convex optimization
problems with an outage probability constraint. Besides, chance programming
introduces an additional search algorithm which may result in an unacceptably
high complexity for the problem at hand. Although the equality constraint
for the outage probability may cause some performance degradation, it has
been widely adopted in the literature for deriving tractable resource allocation
algorithms [25], [26].
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By substituting (17) into (16), a modified objective function,
which incorporates the secrecy outage requirement, can be
obtained for the main loop problem in (16). To handle the
combinatorial constraint C6 [cf. (13)], we follow the approach
in [27] and relax constraint C6. In particular, we allow sk[i]
to be a real value between 0 and 1 instead of a Boolean.
Then, sk[i] can be interpreted as a time sharing factor for the
K users for utilizing subcarrier i. Although the relaxation of
the subcarrier allocation constraint is generally suboptimal, the
authors in [28] analytically show that the duality gap due to the
relaxation becomes zero when the number of subcarriers goes
to infinity. Therefore, using the equivalent secrecy data rate in
Proposition 1, the auxiliary powers P̃k[i] = Pk[i]sk[i], and the
continuous relaxation of C6, we can rewrite the problem in
(16) for a given parameter q as

max
P,R,S

Ũsec(P,R,S)− qŨTP (P,R,S)

s.t. C4, C5

C2 :

K∑
k=1

nF∑
i=1

P̃k[i] ≤ Pt

C3 :

K∑
k=1

nF∑
i=1

sk[i]R̃k[i] ≥ r

C6 : 0 ≤ sk[i] ≤ 1 ∀i, k (19)

where Ũsec(P,R,S) = Usec(P,R,S)|Pk[i]=P̃k[i]/sk[i]
,

ŨTP (P,R,S) = UTP (P,R,S)|(P̃k[i]/sk[i])
, and R̃k[i] =

Rk[i]|(P̃k[i]/sk[i])
. Now, P̃k[i], sk[i], and R̃k[i] are the new

optimization variables. Mathematically, the [·]+ operator
in (17) destroys the concavity of the objective function.
Nevertheless, as will be seen in the Karush–Kuhn–Tucker
(KKT) conditions in (24), users with negative secrecy data
rate will not be considered in the subcarrier selection process.
Therefore, we can safely remove the [·]+ operator from variable
R̃k[i] and preserve the concavity of the transformed problem.
In addition, C7 is removed from the optimization problem as
the asymptotically optimal α∗

k[i] in (18) always satisfies C7 for
ΛE [i] 	 1 [cf. (41) in Appendix C]. The transformed problem
(19) is jointly concave w.r.t. all optimization variables (cf.
Appendix D). As a result, under some mild conditions [29],
a strong duality holds, and the duality gap is equal to zero. In
other words, solving the dual problem is equivalent to solving
the primal problem. Therefore, numerical methods such as the
interior point method and the ellipsoid method can be used to
solve the transformed main loop problem in (19), and conver-
gence to the optimal solution in polynomial time is guaranteed.
However, these numerical methods do not provide any useful
system design insight such as the role of energy efficiency
q in the resource allocation process. Hence, in the following
sections, an iterative algorithm for the transformed main loop
problem in (19) will be derived based on dual decomposition.

2) Dual Problem: In this section, we solve the main loop
problem in (19) by solving its dual. For this purpose, we first

Fig. 2. Dual decomposition of a large-scale problem into a two-layer problem
in each main loop iteration.

need the Lagrangian function of the primal problem. Upon
rearranging terms, the Lagrangian can be written as

L(µ, γ,β,P,R,S)

=
K∑

k=1

(wk + γ)

nF∑
i=1

sk[i]R̃k[i]− µ
K∑

k=1

nF∑
i=1

P̃k[i]

+ µPt +

nF∑
i=1

β[i]− γr −
K∑

k=1

nF∑
i=1

β[i]sk[i]

− q

(
PC +

K∑
k=1

nF∑
i=1

sk[i]δR̃k[i] +
K∑

k=1

nF∑
i=1

P̃k[i]

)
(20)

where µ ≥ 0 and γ ≥ 0 are the Lagrange multipliers corre-
sponding to the power constraint and the minimum required se-
crecy outage capacity constraint, respectively. β is the Lagrange
multiplier vector associated with the subcarrier usage con-
straints with elements β[i] ≥ 0, i ∈ {1, . . . , nF }. The boundary
constraints C5 and C6 will be absorbed into the KKT conditions
when deriving the optimal solution in the following.

Thus, the dual problem of (19) is given by

min
µ,γ,β≥0

max
P,R,S

L(µ, γ,β,P,R,S). (21)

In the following, we iteratively solve the foregoing dual prob-
lem by decomposing it into two layers: 1) Layer 1 consists of
nF subproblems with identical structure, and 2) layer 2 is the
master dual problem to be solved with the gradient method (cf.
Fig. 2).

Dual Decomposition and Layer 1 Solution: By dual decom-
position, the BS first solves the following layer 1 subproblem:

max
P,R,S

L(µ, γ,β,P,R,S) (22)

for a fixed set of Lagrange multipliers and parameter q. Let
P̃ ∗
k [i] and s∗k[i] denote the optimal solutions of the subproblem.

Then, the KKT conditions reveal that

∂L(µ, γ,β,P,R,S)
∂P̃ ∗

k [i]
=

Υk[i](wk + γ − δq)

ln(2)
(

1 +
P̃∗

k
[i]Υk[i]

s∗
k
[i]

) − (µ+ q)

×
{
= 0, P̃ ∗

k [i] > 0
< 0, otherwise

(23)
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∂L(µ, γ,β,P,R,S)
∂s∗k[i]

=Ak[i]− β[i]

×
{
≥ 0, 0 < s∗k[i] ≤ 1
< 0, s∗k[i] = 0

(24)

β[i]

(
K∑

k=1

s∗k[i]− 1

)
= 0 (25)

where

Ak[i] =W (wk + γ − δq)

×
(
log2 (1 + P ∗

k [i]Υk[i])− log2

(
1 +

α∗
k[i]ΛE [i]

1 − α∗
k[i]

)

− P ∗
k [i]Υk[i]

(ln(2)) (1 + P ∗
k [i]Υk[i])

)
. (26)

From (23), the optimal power allocation for user k on subcarrier
i is obtained as

P̃ ∗
k [i] = sk[i]P

∗
k [i]

= sk[i]

[
W (wk + γ − δq)

(ln(2)) (µ+ q)
− N0W

λmaxk
[i]α∗

k[i]

]+
. (27)

The optimal power allocation has the form of multilevel water
filling. It can be observed that the energy efficiency variable
q ≥ 0 prevents energy inefficient transmission by truncating
the water levels. There is also another interesting observation
from (27). Let us focus on the case of equal priority users
without secrecy data rate constraint, i.e., wk = 1 and γ = 0.
If we require a certain energy efficiency q = qreq, then (27)
reveals a simple necessary condition6 for a nonzero feasible
solution: δqreq < 1.

On the other hand, the optimal allocation of subcarrier i at
the BS to user k is given by

s∗k[i] =

{
1, if Ak[i] = max

j
, Aj [i] and Aj [i] ≥ 0

0, otherwise
(28)

where Ak[i] is defined in (26). Ak[i] ≥ 0 has the physical
meaning that users with negative data rate on subcarrier i are
not selected as they can only provide a negative marginal benefit
to the system. On the contrary, if a user has a larger weighting
wk and enjoys good channel conditions with positive data rate
on subcarrier i, he/she can provide a higher marginal benefit
to the system. In other words, the resource allocator will only
assign subcarrier i to user k if he/she is able to provide the
maximum marginal benefit to the system. The derived subcar-
rier allocation solution (28) shows that although time sharing
is assumed for solving the optimization problem, the optimal
solution indicates that the maximum system performance is
achieved when there is no time sharing on any subcarrier. In
other words, each subcarrier is only assigned to one user, and

6Note that the KKT conditions provide both the necessary and sufficient
conditions for the “optimality” of a solution of the considered optimization
problem. In contrast, δqreq < 1 provides a necessary condition for the exis-
tence of a non-zero transmit power solution.

intracell interference is completely avoided. Finally, the optimal
secrecy data rate R∗

k[i] is obtained by substituting (27) into
the equivalent secrecy data rate in (17) for the subcarrier with
s∗k[i] = 1.

Solution of Layer 2 Master Problem: The dual function is
differentiable, and hence, the gradient method can be used to
solve the layer 2 master problem in (21), which leads to

µ(t+ 1) =

[
µ(t)− ξ1(t)×

(
Pt −

K∑
k=1

nF∑
i=1

P̃k[i]

)]+

(29)

γ(t+ 1) =

[
γ(t)− ξ2(t)×

(
K∑

k=1

nF∑
i=1

sk[i]R̃k[i]− r

)]+

(30)

where index t ≥ 0 is the iteration index, and ξu(t), u ∈ {1, 2}
are positive step sizes. Updating β[i] is not necessary as it has
the same value for all users and does not affect the subcarrier
allocation in (28). Therefore, we can simply set β[i] = 0 in
each iteration. Indeed, in each iteration for solving the main
loop problem, the layer 2 master problem adjusts the Lagrange
multipliers through the gradient update equations (29) and (30).
On the other hand, each subproblem in layer 1 adjusts the water
level of (27) and the selection metric (28) by using the updated
Lagrange multipliers. Then, the layer 1 subproblems will pass
the intermediate resource allocation policies to layer 2 for
updating the Lagrange multipliers. The procedure repeated until
convergence is achieved or the number of iterations reaches a
predefined maximum number of iterations for the main loop
problem (cf. Fig. 2). Since the transformed problem for a
given parameter q is convex in nature, it is guaranteed that
the iteration between layers 1 and 2 converges to the optimal
solution of (19) in the main loop if the chosen step sizes satisfy
the infinite travel condition [29], [30].

A summary of the overall algorithm is given in Table I. In
each iteration of the main loop, we solve (16) in line 4 of
Algorithm 1 for a given parameter q via dual decomposition [cf.
(17)–(30)]. Then, we update parameter q and use it for solving
the main loop problem in the next iteration. This procedure is
repeated until the proposed algorithm converges.

Remark 1: The proposed iterative algorithm consists of two
nested loops. The outer loop can be proved to have a linear
time complexity. On the other hand, the inner loop optimization
problem is proved to be jointly concave w.r.t. the optimization
variables in Appendix D. In other words, solving the inner
loop optimization problem requires only a polynomial time
complexity, i.e., the complexity is O(nF ×K). As a result,
the proposed algorithm has a polynomial time complexity,
i.e., O(constant× nF ×K), which is desirable for real-time
implementation [31, Ch. 34].

V. RESULTS

In this section, we evaluate the system performance through
simulations. A single cell with a radius of 1 km is considered
(cf. Fig. 1). The number of subcarriers is nF = 128 with
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Fig. 3. Energy efficiency (bits per joule) versus the number of iterations
with K = 15 users for different numbers of transmit antennas at the BS. The
maximum transmit power at the BS is Pt = 43 dBm. The eavesdropper is
equipped with NE = 2 antennas and located 35 m from the BS.

carrier center frequency 2.5 GHz, bandwidth B = 3 MHz, and
wk = 1 ∀k. Each subcarrier has a bandwidth of 23.4 kHz
and a noise variance of N0 = −130 dBm. The 3GPP path
loss model is used [32] with a reference distance of d0 =
35 m. The K desired users are uniformly distributed between
the reference distance and the cell boundary at 1 km. We
assume that the eavesdropper is located 35 m away from the
BS, which represents an unfavorable scenario, since all the
desired users are farther away from the BS than the eaves-
dropper. The small scale fading coefficients of the BS-to-user
and BS-to-eavesdropper links are modeled as i.i.d. Rayleigh
random variables. The target secrecy outage probability is set
to ε = 0.01. The average secrecy outage capacity is obtained
by counting the number of packets securely delivered to and
decoded by the users averaged over both the macroscopic and
microscopic fading. Unless specified otherwise, we assume a
static circuit power consumption of PC = 40 dBm [33], a sum-
rate-dependent power consumption parameter δ = 0.1, and a
secrecy data rate requirement of r = 2 bits/s/Hz. Note that if the
resource allocator is unable to guarantee the required secrecy
data rate in a time slot, we set the energy efficiency in that
particular time slot to 0 to account for the corresponding failure.
In the following results, the “number of iterations” refers to the
number of main loop iterations of Algorithm 1 in Table I. For
solving a dual problem in each main loop iteration, we set the
maximum number of iterations for dual decomposition to 5.

A. Convergence of Iterative Algorithm

Fig. 3 illustrates the evolution of the proposed iterative
algorithm for different numbers of transmit antennas NT and
a maximum transmit power of Pt = 43 dBm at the BS. The
eavesdropper is equipped with NE = 2 receive antennas, and
the result in Fig. 3 was averaged over 10 000 independent
adaptation processes, where each adaptation process involves
different realizations for the path loss and the multipath fading.
It can be observed that the iterative algorithm converges to the

Fig. 4. Energy efficiency (bits per joule) versus maximum transmit power Pt

for different numbers of transmit antennas NT . The eavesdropper is equipped
with NE = 2 antennas and located 35 m from the BS.

optimal value within five iterations for all considered numbers
of transmit antennas. In other words, the maximum system
energy efficiency can be achieved within a few iterations on
average with a superlinear convergence rate [23].

B. Energy Efficiency and Average Secrecy Outage Capacity
Versus Transmit Power

Fig. 4 illustrates the energy efficiency versus the total trans-
mit power for K = 15 users for different numbers of transmit
antennas NT at the BS. The eavesdropper is equipped with
NE = 2 antennas. The numbers of iterations for the proposed
iterative resource allocation algorithm are 5 and 10. It can
be seen that the performance difference between 5 and 10
iterations is negligible, which confirms the practicality of our
proposed iterative resource allocation algorithm. On the other
hand, it can be observed that an increasing number of transmit
antennas NT benefits the system in terms of energy efficiency.
This is because less power is required for maintaining a high
receive SNR at the desired users, which results in energy
savings. In addition, when both the number of transmit antennas
and the maximum transmit power at the power amplifier are
large enough, e.g., NT = 7 and Pt = 43 dBm, the energy
efficiency approaches a constant value 1/δ for δ > 0, since
the dynamic power consumption dominates the denominator in
the energy efficiency equation in (12). Fig. 4 also contains the
energy efficiency of a baseline resource allocation scheme. For
the baseline scheme, we maximize the secrecy outage capacity
(in bits per second per Hertz) with constraints C1–C7 in (13)
instead of the energy efficiency. The optimal resource allocation
policies for the baseline scheme can be obtained by using a
similar approach as in [17]. It can be observed that the proposed
algorithm provides a significant performance gain in terms of
energy efficiency over the baseline scheme. This is because the
latter scheme uses excess power to increase the secrecy outage
capacity by sacrificing energy efficiency, particularly in the high
transmit power regime.
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Fig. 5. Average secrecy outage capacity versus maximum transmit power Pt

for different numbers of transmit antennas NT . The eavesdropper is equipped
with NE = 2 antennas and is located 35 m from the BS.

Fig. 6. Average total power consumption versus maximum transmit power Pt

for different numbers of transmit antennas NT . The eavesdropper is equipped
with NE = 2 antennas and located 35 m from the BS.

Fig. 5 shows the average secrecy outage capacity versus
maximum transmit power Pt for K = 15 users and different
numbers of transmit antennas at the BS. We compare the
system performance of the proposed algorithm again with the
baseline scheme. The number of iterations in the proposed
algorithm is set to 5. It can be observed that the average
secrecy outage capacity of the proposed algorithm approaches a
constant in the high transmit power regime, the value of which
depends on the number of transmit antennas. This is because
the proposed algorithm clips the transmit power at the BS to
maximize the system energy efficiency. As will be shown in
Fig. 6, the average transmit power of the proposed algorithm
remains static in the high transmit power regime. We note that,
as expected, the baseline scheme achieves a higher average
secrecy outage capacity than the proposed algorithm since the
former scheme consumes all the available transmit power in all
scenarios. However, the superior secrecy outage capacity of the
baseline scheme comes at the expense of low energy efficiency.

Fig. 7. Energy efficiency (bits per joule) versus the number of users K for
different numbers of transmit antennas NT and a maximum transmit power
of Pt = 22 dBm. The eavesdropper is equipped with NE = 2 antennas and
located 35 m from the BS.

On the other hand, an increasing number of antennas benefit the
secrecy outage capacity because of an improved beamforming
gain. Yet, there is a diminishing return when NT is large due to
the channel hardening effect [19] in the desired channels.

Fig. 6 depicts the average total power consumption, i.e.,
E{UTP (P,R,S)}, versus the maximum transmit power Pt for
the proposed algorithm and the baseline scheme. As can be
observed, the proposed algorithm consumes much less power
than the baseline scheme, particularly in the high transmit
power regime. In addition, an increasing number of transmit
antennas results in less power consumption due to a larger
beamforming gain. Note that for Pt < 37 dBm, the proposed
algorithm with NT = 3 consumes the smallest power among
all the considered cases. This is because with fewer antennas
the probability that the secrecy data rate requirement is met is
lower. Therefore, an extra energy saving is achieved when the
transmitter is shut down. However, this leads to both low energy
efficiency and low secrecy data rate.

C. Energy Efficiency and Secrecy Outage Capacity Versus
Number of Users

Figs. 7 and 8 depict the energy efficiency and the average
secrecy outage capacity versus the number of users, respec-
tively. Different numbers of transmit antennas, different secrecy
data rate requirements r, PT = 22 dBm, and five iterations are
considered. It can be observed that both the energy efficiency
and the average secrecy outage capacity grow with the number
of users since the proposed resource allocation and scheduling
algorithm are able to exploit MUD, despite the existence of the
eavesdropper. Moreover, when the number of users is large,
the energy efficiency eventually approaches a constant that is
similar to the case of high transmit power. Indeed, the MUD
introduces an extra power gain [19, Ch. 6.6] to the system that
provides further energy savings. On the contrary, the average
secrecy outage capacity scales with the number of users without
an upper limit. However, for large NT , both the average secrecy
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Fig. 8. Average secrecy outage capacity versus the number of users K for
different numbers of transmit antennas NT and a maximum transmit power
of Pt = 22 dBm. The eavesdropper is equipped with NE = 2 antennas and
located 35 m from the BS.

Fig. 9. Energy efficiency (bits per joule) versus the number of antennas at the
eavesdropper for different static circuit powers PC and different values of δ for
a maximum transmit power of Pt = 43 dBm. The eavesdropper is equipped
with NE = 2 antennas and located 35 m from the BS.

outage capacity and the energy efficiency scale with the number
of users slowly. Indeed, since a large number of transmit
antennas reduce channel fluctuations in the desired user channel
and cause channel hardening, the potentially achievable MUD
gain in the subcarrier allocation process is decreased.

D. Energy Efficiency and Average Secrecy Outage Capacity
Versus NE

Figs. 9 and 10 illustrate, respectively, the energy efficiency
and the average secrecy outage capacity versus the number of
receive antennas NE employed at the eavesdropper for different
dynamic circuit power constants δ and different static circuit
powers PC . There are K = 15 users and NT = 9 transmit
antennas at the BS. The number of iterations for the iterative
algorithm is 5. It can be observed that both the energy efficiency

Fig. 10. Average secrecy outage capacity versus the number of antennas at
the eavesdropper for different static circuit powers PC and different values of δ
for a maximum transmit power of Pt = 43 dBm. The eavesdropper is equipped
with NE = 2 antennas and located 35 m from the BS.

and the secrecy outage capacity decrease as NE increases, since
more of the transmitted power has to be devoted to artificial
noise generation for degrading the channels of the eavesdrop-
per, which leaves less power for information transmission. In
other words, the energy efficiency of the system decreases as
the PHY layer security requirements become more challenging
(i.e., as the number of eavesdropper antennas increases). In
addition, the average secrecy outage capacity is insensitive
to the value of δ, which suggests a constant secrecy data
transmission rate when dynamic power consumption is taken
into consideration. On the other hand, we observe that larger
values of δ and PC lead to a lower energy efficiency since more
energy is consumed in the circuit. However, a nonzero energy
efficiency and an average secrecy outage capacity can still be
achieved as long as NT > NE , despite the fact that the eaves-
dropper is closer to the BS than the desired users. Interestingly,
although a higher value of PC results in a low energy efficiency,
it increases the average secrecy outage capacity by allowing a
higher transmit power.

Remark 2: Note that in Fig. 9, the energy efficiencies for
the case of PC = 50 dBm and PC = 40 dBm cross at NE = 6.
This is because we shut down the transmitter when the system
cannot fulfill the secrecy data rate requirement, which impacts
the energy efficiency curves.

VI. CONCLUSION

In this paper, we have formulated the resource allocation
for energy-efficient OFDMA systems as a mixed nonconvex
and combinatorial optimization problem, in which a multiple-
antenna eavesdropper, dynamic circuit power consumption,
artificial noise injection for secure communication, and se-
crecy data rate requirements were taken into consideration.
By exploiting the properties of fractional programming, the
considered problem was transformed into an equivalent prob-
lem with a tractable solution. An efficient iterative resource
allocation algorithm with closed-form power, secrecy data rate,
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and subcarrier allocation was derived by dual decomposition
for maximization of the number of securely delivered bits per
joule. Simulation results showed that the proposed algorithm
converges to the optimal solution within a small number of
iterations, which demonstrated the achievable maximum energy
efficiency in the presence of a multiple-antenna eavesdropper.
Moreover, a tradeoff between energy efficiency and secrecy
was observed that revealed that the system energy efficiency
decreases as the eavesdropping capability of the eavesdropper
increases.

Interesting topics for future work include studying the impact
of network coding [34] and imperfect CSIT on the design of
secure communication systems.

APPENDIX A
PROOF OF THEOREM 1

First, we prove the forward implication of Theorem 1 by
following a similar approach as in [22]. Without loss of gen-
erality, we define q∗ and {P∗,R∗,S∗} ∈ F as the optimal
energy efficiency and the optimal resource allocation policies
of the original objective function in (13), respectively. Then,
the optimal energy efficiency can be expressed as

q∗=
Usec(P∗,R∗,S∗)

UTP (P∗,R∗,S∗)
≥ Usec(P,R,S)

UTP (P,R,S) ∀{P,R,S} ∈ F

=⇒Usec(P,R,S)−q∗UTP (P,R,S)≤0 and

Usec(P∗,R∗,S∗)− q∗UTP (P∗,R∗,S∗)=0. (31)

Therefore, we conclude that maxP,R,S,αk[i] Usec(P,R,S)−
q∗UTP (P,R,S) = 0, and it is achievable by resource alloca-
tion policies {P∗,R∗,S∗}. This completes the forward impli-
cation.

Next, we prove the converse implication of Theorem 1. Sup-
pose {P∗

e ,R∗
e,S∗

e} is the optimal resource allocation policy of
the equivalent objective function such that Usec(P∗

e ,R∗
e,S∗

e)−
q∗UTP (P∗

e ,R∗
e,S∗

e) = 0. Then, for any feasible resource allo-
cation policies {P,R,S} ∈ F , we can obtain the following
inequality:

Usec(P,R,S)− q∗UTP (P,R,S)
≤ Usec (P∗

e ,R∗
e,S∗

e)− q∗UTP (P∗
e ,R∗

e,S∗
e) = 0. (32)

The preceding inequality implies

Usec(P,R,S)
UTP (P,R,S) ≤ q∗ ∀{P,R,S} ∈ F

Usec (P∗
e ,R∗

e,S∗
e)

UTP (P∗
e ,R∗

e,S∗
e)

= q∗. (33)

In other words, the optimal resource allocation policies
{P∗

e ,R∗
e,S∗

e} for the equivalent objective function are also the
optimal resource allocation policies for the original objective
function.

This completes the proof of the converse implication of
Theorem 1. In summary, the optimization of the original objec-
tive function and the optimization of the equivalent objective
function result in the same resource allocation policies.

APPENDIX B
PROOF OF ALGORITHM CONVERGENCE

We follow a similar approach as in [22] to prove the con-
vergence of Algorithm I. We first introduce the following
two propositions. For the sake of notational simplicity, we
define the equivalent objective function in (16) as F (q′) =
maxP,R,S,αk[i]{Usec(P,R,S)− q′UTP (P,R,S)}.

Proposition 2: F (q′) is a strictly monotonic decreasing
function in q′, i.e., F (q′′) > F (q′) if q′ > q′′.

Proof: Let {P′,R′,S′} ∈ F and {P′′,R′′,S′′} ∈ F be two
distinct optimal resource allocation policies for F (q′) and
F (q′′), respectively, i.e.,

F (q′′) = max
P,R,S,αk[i]

{Usec(P,R,S)− q′′UTP (P,R,S)}

=Usec(P′′,R′′,S′′)− q′′UTP (P′′,R′′,S′′)

>Usec(P′,R′,S′)− q′′UTP (P′,R′,S′)

≥Usec(P′,R′,S′)− q′UTP (P′,R′,S′)

=F (q′). (34)

�
Proposition 3: Letting {P′,R′,S′} ∈ F be an arbitrary fea-

sible solution and q′ = Usec(P′,R′,S′)/UTP (P′,R′,S′), then
F (q′) ≥ 0.

Proof:

F (q′) = max
P,R,S,αk[i]

{Usec(P,R,S)− q′UTP (P,R,S)}

≥Usec(P′,R′,S′)− q′UTP (P′,R′,S′) = 0. (35)

We are now ready to prove the convergence of Algorithm I. �
Proof of Convergence: We first prove that the energy effi-

ciency q increases in each iteration. Then, we prove that if the
number of iterations is large enough, then the energy efficiency
q converges to the optimal q∗ such that it satisfies the optimality
condition in Theorem 1, i.e., F (q∗) = 0.

Let {Pn,Rn,Sn} be the optimal resource allocation policies
in the nth iteration. Suppose qn �= q∗ and qn+1 �= q∗ represent
the energy efficiency of the considered system in iterations
n and n+ 1, respectively. By Theorem 1 and Proposition 3,
F (qn) > 0 and F (qn+1) > 0 must be true. On the other hand,
in the proposed algorithm, we calculate qn+1 as qn+1 =
Usec(Pn,Rn,Sn)/UTP (Pn,Rn,Sn). Thus, we can express
F (qn) as

F (qn) =Usec(Pn,Rn,Sn)− qnUTP (Pn,Rn,Sn)

=UTP (Pn,Rn,Sn)(qn+1 − qn) > 0

=⇒ qn+1 >qn, ∵ UTP (Pn,Rn,Sn) > 0. (36)

By combining qn+1 > qn and Propositions 2 and 1, we can
show that as long as the number of iterations is large enough,
F (qn) will eventually approach zero and satisfy the optimality
condition as stated in Theorem 1. �
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APPENDIX C
PROOF OF PROPOSITION 1

Without loss of generality, we define the secrecy data rate
as Rk[i] = W log2(rk[i]). Now, the secrecy outage probability
can be expressed as

Pr
[
Ck[i]− CE [i] ≤ Rk[i]

∣∣∣hk[i]
]
= ε (37)

=⇒ Pr



(

1
rk[i]

(1 + Γk[i])− 1

)
1 − αk[i]

(NT − 1)αk[i]︸ ︷︷ ︸
Θk[i]

≤ g†
1[i]

(
G2[i]G

†
2[i]

)−1

g1[i]︸ ︷︷ ︸
Zk[i]

∣∣∣hk[i]


 = ε (38)

where Γk[i] = αk[i]Pk[i]λmaxk
[i]/N0W , and Zk[i] is an un-

known random variable for the BS. Since the supermatrix
Bk[i] = [bk[i] Vk[i]] is an unitary matrix, Bk[i]G̃[i] has i.i.d.
complex Gaussian entries. As a result, Zk[i] is equivalent
to the signal-to-interference ratio of an NE-branch minimum
mean square error diversity combiner for NT − 1 interferers.
Hence, the corresponding complementary cumulative distribu-
tion function (ccdf) is given by [15], [35]

Fzc(z) =

∑NE−1
n=0

(
NT−1

n

)
zn

(1 + z)NT−1
∀z ≥ 0. (39)

Therefore, for a target secrecy outage probability of ε, Θk[i]
can be expressed as

Θk[i] =F−1
zc

(ε) =⇒

Rk[i] =W

[
log2

(
1 +

αk[i]Pk[i]λmaxk
[i]

N0W

)

− log2

(
1 +

αk[i]

1 − αk[i]
(NT − 1)F−1

zc
(ε)

)]+
(40)

where F−1
zc

(ε) is the inverse ccdf of the random variable Zk[i],
which can be computed efficiently by numerical solvers or im-
plemented as a lookup table for practical implementation. The
second step in solving the optimization problem in (13) is to cal-
culate the fraction of power allocated to each subcarrier for gen-
erating artificial noise. By standard optimization techniques, the
asymptotically optimal α∗

k[i] maximizing the secrecy outage ca-
pacity on subcarrier i for a fixedPk[i] in high SNR is obtained as

α∗
k[i]=

Γk[i]−
√
(Γk[i])

2ΛE [i]−Γk[i] (ΛE [i])
2+ Γk[i] ΛE [i]

Γk[i]−Γk[i] ΛE [i]

(a)
≈

√
ΛE [i]− 1

ΛE [i]− 1
≈ 1√

ΛE [i]
(41)

where (a) is due to the high SNR7 assumption, i.e., Γk[i] 	
ΛE [i] 	 1. Note that Γk[i] 	 ΛE [i] is always valid in the

7The assumption of high SNR is necessary to arrive at an efficient resource
allocation algorithm. Note that the high SNR assumption does not necessarily
require a high transmit power. High SNR can be achieved by exploiting mul-
tiuser diversity or using MIMO-beamforming for moderate or small transmit
powers.

high transmit power regime as Γk[i] increases with the total
transmit power while ΛE [i] remains constant. On the other
hand, ΛE [i] 	 1 holds for a reasonably small secrecy outage
requirement required in practical applications, i.e., ε � 1. �

APPENDIX D
PROOF OF THE CONCAVITY OF THE TRANSFORMED

PROBLEM IN (19)

We first consider the concavity of the objective function on
a per subcarrier basis w.r.t. variables P̃k[i] and sk[i]. Let the
objective function in (19) on subcarrier i for user k be fk[i] =
sk[i](wkR̃k[i])− q(P̃k[i] + PC + δsk[i]R̃k[i]). As will be seen
in the KKT conditions8 in (24) and (28), fk[i] < 0 will not be
considered in the subcarrier selection process. Therefore, we
can assume fk[i] ≥ 0 for proving the concavity. Let H(fk[i]),
ρ1, and ρ2 be the Hessian matrix of function fk[i] and the
eigenvalues of H(fk[i]), respectively. The Hessian matrix of
function fk[i], the trace of the Hessian matrix, and ρ1 are,
respectively, given by

H(fk[i])=




−WΥ2
k
[i]sk[i](wk−δq)

(sk+Υk[i]P̃k[i])
2
ln(2)

WΥ2
k
[i]P̃k[i](wk−δq)

(sk+Υk[i]P̃k[i])
2
ln(2)

WΥ2
k
[i]P̃k[i](wk−δq)

(sk+Υk[i]P̃k[i])
2
ln(2)

−WΥ2
k
[i]P̃ 2

k
[i](wk−δq)

(sk+Υk[i]P̃k[i])
2
sk[i] ln(2)




(42)

tr (H (fk[i]))=

2∑
t=1

ρt=
−WΥ2

k[i]
(
P̃ 2
k [i]+s2k[i]

)
(wk−δq)

sk[i] ln(2)
(
sk[i] + Υk[i]P̃k[i]

)2

ρ1=0. (43)

Note that tr(H(fk[i])) =
∑2

t=1 ρt ≤ 0 since fk[i] ≥ 0 →
wk ≥ qδ. As a result, ρ2 ≤ 0, and H(fk[i]) is a negative
semidefinite matrix. Therefore, fk[i] is jointly concave w.r.t.
optimization variables P̃k[i] and sk[i]. In addition, fk[i] is a
linear nondecreasing function of R̃k[i] for wk ≥ qδ, and R̃k[i]
is a concave function of Pk[i]. Hence, fk[i] is jointly concave
w.r.t. P̃k[i], sk[i], and R̃k[i] [29]. Then, the sum of fk[i] over
indices k and i preserves the concavity of the objective function
in (19). On the other hand, the constraints C2–C6 in (19)
are convex, and thus, the transformed problem is a concave
optimization problem. �
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