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Abstract—In this paper, we investigate power efficient resource
allocation algorithm design for multiuser wireless communication
systems employing a full-duplex (FD) radio base station for
serving multiple half-duplex (HD) downlink and uplink user s
simultaneously. We propose a multi-objective optimization
framework for achieving two conflicting yet desirable system
design objectives, i.e., total downlink transmit power minimization
and total uplink transmit power minimization, while guaran teeing
the quality-of-service of all users. To this end, the weighted
Tchebycheff method is adopted to formulate a multi-objective
optimization problem (MOOP). Although the considered MOOP
is non-convex, we solve it optimally by semidefinite programming
relaxation. Simulation results not only unveil the trade-off between
the total downlink and the total uplink transmit power, but a lso
confirm that the proposed FD system provides substantial power
savings over traditional HD systems.

I. I NTRODUCTION

The exponential growth in high data rate communication
has triggered a tremendous demand for radio resources such
as bandwidth and energy. A relevant technique for reducing
the energy and bandwidth consumption for given quality-of-
service (QoS) requirements is multiple-input multiple-output
(MIMO) as it offers extra degrees of freedom for more efficient
resource allocation. However, the MIMO gain may be difficult
to achieve in practice due to the high computational complexity
of MIMO receivers. As an alternative, multiuser MIMO (MU-
MIMO) has been proposed as an effective technique for
achieving the MIMO performance gain. In particular, in MU-
MIMO, a transmitter with multiple antennas (e.g. a base station
(BS)) serves multiple single-antenna users which shifts the
computational complexity from the receivers to the transmitter
[1]. Nevertheless, the spectral resource is still underutilized
even if MU-MIMO is employed due to the traditional half-
duplex (HD) operation of the BS, where uplink and downlink
communication are separated in either time or frequency which
leads to a significant loss in spectral efficiency.

As a result, full-duplex (FD) wireless communications has
recently received significant attention from both academiaand
industry due to its potential to double the spectral efficiency of
the existing wireless communication systems [2]–[6]. In contrast
to conventional HD transmission, FD enables simultaneous
downlink and uplink transmission at the same frequency.
However, in practice, a major challenge in FD communication
is self-interference (SI) caused by the signal leakage fromthe
downlink transmission to the uplink signal reception. Besides,
the resource allocation for FD systems is complicated by theco-
channel interference (CCI) caused by the uplink transmission to
the downlink transmission. Thus, different resource allocation
designs for FD systems were proposed and studied to overcome
these challenges. The authors of [3] investigated the end-to-end
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outage probability of MIMO FD single-user relaying systems.
In [4], a resource allocation algorithm was proposed for the
maximization of the end-to-end system data rate of multi-
carrier MIMO FD relaying systems. In [5], massive MIMO
was applied in FD relaying systems to facilitate SI suppression
and to improve spectral efficiency. Simultaneous downlink and
uplink transmission in small cells was studied in [6], where
a suboptimal downlink beamformer was designed to improve
the system throughput. However, the power consumption in FD
systems has not been thoroughly studied in the literature sofar
[3]–[6].

On the other hand, a large amount of work has been
devoted to power efficient/green communications because of
the pressure stemming from environmental concerns and the
rapidly increasing cost of energy [7]–[10]. In [7], downlink
beamforming was proposed to minimize the total transmit
power while guaranteeing secure communication for a single
desired user. In [8], both uplink and downlink beamforming
were studied for total transmit power minimization in MU-
MIMO systems. In [9], a power efficient scheduling scheme
was designed to minimize the power consumption of multihop
wireless links. In [10], the maximization of the energy efficiency
of multi-carrier systems was studied. However, all of the above
works focus on HD systems and the obtained results may
not be applicable to FD communication systems. In particular,
total downlink and total uplink transmit power minimization
are conflicting design objectives in FD systems. However,
the intricate trade-off between downlink and uplink power
consumption in FD systems has not been studied in the literature
[7]–[10]. Such a trade-off does not exist in HD systems since
downlink and uplink transmission are separated either in the
time domain or in the frequency domain. Besides, the single-
objective optimization frameworks in [7]–[10] are not suitable
for studying the trade-off between downlink and uplink power
consumption in FD systems.

Motivated by the aforementioned observations, we propose
a multi-objective optimization problem (MOOP) formulation
which minimizes the total downlink and the total uplink transmit
powers subject to QoS constraints for MU-MIMO FD wireless
communication systems. The proposed MOOP is formulated
by adopting the weighted Tchebycheff method and solved
optimally by semidefinite programming (SDP) relaxation.

II. SYSTEM MODEL

In this section, we present the adopted MU-MIMO channel
model for FD wireless communication systems.

A. Notation

We use boldface capital and lower case letters to denote
matrices and vectors, respectively.AH , Tr(A), andRank(A)
represent the Hermitian transpose, trace, and rank of matrix A,
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respectively;A−1 and A† represent the inverse and Moore-
Penrose pseudoinverse of matrixA, respectively;A � 0

indicates thatA is a positive semidefinite matrix;IN is the
N ×N identity matrix;CN×M denotes the set of allN ×M
matrices with complex entries;HN denotes the set of allN×N
Hermitian matrices;|·| and ‖·‖ denote the absolute value of a
complex scalar and the Euclidean vector norm, respectively;
E{·} denotes statistical expectation; the circularly symmetric
complex Gaussian distribution with meanµ and varianceσ2 is
denoted byCN (µ, σ2); and∼ stands for “distributed as”.

B. Multiuser System Model

We consider a multiuser communication system. The system
consists of an FD radio BS,K downlink users, andJ uplink
users, cf. Figure 1. The FD radio BS is equipped withNT >
1 antennas for simultaneous downlink transmission and uplink
reception in the same frequency band1. TheK + J users are
single-antenna HD mobile communication devices to ensure low
hardware complexity. The downlink and the uplink users are
scheduled for simultaneous uplink and downlink transmission.
Besides, we assume that the global channel state information
(CSI) of all users is perfectly known at the BS for resource
allocation.

C. Channel Model

We focus on a frequency flat fading channel. The received
signals at downlink userk ∈ {1, . . . ,K} and the FD radio BS
are given by

yDL
k = hHk xk +

K∑

m 6=k

hHk xm

︸ ︷︷ ︸
multiuser interference

+
J∑

j=1

√
Pjfj,kd

UL
j

︸ ︷︷ ︸
co-channel interference

+ nDL
k , and (1)

yUL =

J∑

j=1

√
Pjgjd

UL
j + HSI

K∑

k=1

xk

︸ ︷︷ ︸
self-interference

+ z, (2)

respectively, wherexk ∈ CNT×1 denotes the transmit signal
vector from the FD radio BS to downlink userk. The downlink
channel between the FD radio BS and userk is denoted byhk ∈
CNT×1 andfj,k ∈ C represents the channel between uplink user
j and downlink userk. VariablesdUL

j andPj are the transmit
data and the transmit power sent from uplink userj to the FD
radio BS, respectively. Vectorgj ∈ CNT×1 denotes the channel
between uplink userj and the FD radio BS. MatrixHSI ∈
CNT×NT denotes the SI channel at the FD radio BS. Variables
hk, fj,k, gj , andHSI capture the joint effect of path loss and
small scale fading.z ∼ CN (0, σ2

z INT
) andnDL

k ∼ CN (0, σ2
nk
)

represent the additive white Gaussian noise (AWGN) at the FD
radio BS and downlink userk, respectively. In (1), the term∑K

m 6=k h
H
k xm represents the multiuser interference (MUI) in

the downlink channel, and the term
∑J

j=1

√
Pjfj,kd

UL
j denotes

the CCI created by the uplink users to downlink userk. In (2),
the termHSI

∑K

k=1 xk represents the SI.

1We note that circulator based FD radio prototypes which can transmit and
receive signals simultaneously on the same antennas have been demonstrated
[2].
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Fig. 1. A multiuser communication system with a full-duplex(FD) radio
base station (BS),K = 1 half-duplex (HD) downlink users, andJ = 1 HD
uplink users. The BS is equipped withNT antennas for simultaneous uplink
and downlink communication.

In each scheduling time slot, the FD radio BS transmits
K independent signal streams simultaneously at the same
frequency to theK downlink users. In particular, the transmit
signal vector

xk = wkd
DL
k (3)

is adopted at the BS, wheredDL
k ∈ C andwk ∈ CNT×1 are

the information bearing signal for downlink userk and the
corresponding beamforming vector, respectively. Withoutloss
of generality, we assumeE{|dDL

k |2} = E{|dUL
j |2} = 1, ∀k ∈

{1, . . . ,K}, j ∈ {1, . . . , J}.

III. PROBLEM FORMULATION

In this section, we first define the adopted performance metric
for the considered multiuser communication system. Then, we
formulate the downlink and uplink power allocation problems.
The number of antennas at the FD radio BS is assumed to be
larger than the number of uplink users to facilitate uplink signal
detection, i.e.,NT ≥ J .

A. Performance Metrics

The receive signal-to-interference-plus-noise ratio (SINR) at
downlink userk is given by

ΓDL
k =

|hHk wk|2

K∑
m 6=k

|hHk wm|2 +
J∑
j=1

Pj |fj,k|2 + σ2
nk

. (4)

On the other hand, the receive SINR of uplink userj at the
FD radio BS is given by

ΓUL
j =

Pj |gHj vj |2

J∑
r 6=j

|gHr vj |2 +
K∑
k=1

|vHj HSIwk|2 + σ2
z‖vj‖

2

, (5)

where vj ∈ CNT×1 is the receive beamforming vector for
decoding of the information received from uplink userj. In this
paper, zero-forcing receive beamforming (ZF-BF) is adopted.
We note that ZF-BF closely approaches the performance of
optimal minimum mean square error beamforming (MMSE-BF)
when the noise term is not dominating [11]2 or the number
of antennas is sufficiently large [5]. Besides, ZF-BF facilitates
the design of a computational efficient resource allocation

2We note that the noise power at the BS is not expected to be the dominating
factor for the system performance since the BS is usually equipped with a high
quality low-noise amplifier (LNA).



algorithm. Hence, the receive beamformer for uplink userj is
chosen as

vj = (ujQ
†)H , (6)

whereuj =
[
0, . . . , 0︸ ︷︷ ︸
(j−1)

, 1, 0, . . . , 0︸ ︷︷ ︸
(J−j)

]
, Q† = (QHQ)−1QH , and

Q = [g1, . . . ,gJ ].

B. Optimization Problem Formulation

We first study the problem formulation of two desirable
system design objectives for the considered FD wireless system.
Then, we investigate the two system objectives jointly under the
framework of multi-objective optimization. The first considered
problem is designed to minimize the total downlink transmit
power and given by

Problem 1 (Total Downlink Transmit Power Minimization):
minimize

wk,Pj

K∑

k=1

‖wk‖
2

s.t. C1:
|hHk wk|2

K∑
m 6=k

|hHk wm|2 +
J∑
j=1

Pj |fj,k|2 + σ2
nk

≥ ΓDL
reqk

, ∀k,

C2:
Pj |gHj vj |2

SUL
j + σ2

z‖vj‖
2
≥ ΓUL

reqj
, ∀j,

C3: Pj ≥ 0, ∀j, (7)

where we defineSUL
j =

J∑
r 6=j

|gHr vj |2 +
K∑
k=1

|vHj HSIwk|2 for

notational simplicity. Besides,ΓDL
reqk

> 0 andΓUL
reqj

> 0 are the
minimum required SINRs for downlink userk ∈ {1, . . . ,K}
and uplink userj ∈ {1, . . . , J}, respectively.

Constraint C3 in (7) is the non-negative power constraint
for uplink userj. Problem1 is a non-convex problem due to
constraints C1 and C2. We note that Problem1 tries to minimize
only the total downlink transmit power under constraints C1–C3
without regard for the consumed uplink transmit powers.

The second desirable system objective is the minimization
of total uplink transmit power and can be mathematically
formulated as

Problem 2 (Total Uplink Transmit Power Minimization):

minimize
wk,Pj

J∑

j=1

Pj

s.t. C1 – C3. (8)

Problem 2 targets only the minimization of the total uplink
transmit power under constraints C1–C3 without regard for the
consumed downlink transmit power.

The two above system design objectives are desirable for the
system operator and the users, respectively. However, in FD
wireless communication systems, these objectives conflictwith
each other. On the one hand, the uplink transmission causes CCI
to the downlink transmission. Hence, the FD radio BS should
transmit with a high power to ensure the QoS requirements of
the downlink users. On the other hand, a high downlink transmit
power results in strong SI to the uplink reception. Hence, the
uplink users should transmit with a high power to satisfy the
minimum required receive SINRs of the uplink users at the FD
radio BS. However, this would in turn cause high CCI and give
rise to successive increases in transmit power for both uplink
and downlink transmission. To overcome this problem, we

resort to multi-objective optimization. In the literature, multi-
objective optimization is often adopted to study the trade-off
between conflicting system design objectives via the concept
of Pareto optimality. A point is Pareto optimal if there is no
other point that improves at least one of the objectives without
detriment to another objective3. In order to capture the complete
Pareto optimal set, we formulate a third optimization problem
to investigate the trade-off between Problem1 and Problem2
by using the weighted Tchebycheff method [12]. The resulting
problem formulation is given as:

Problem 3 (Multi-Objective Optimization):
minimize

wk,Pj

max
i=1,2

{
λi

(
Qi(wk, Pj)−Q∗

i

)}

s.t. C1 – C3, (9)

where Q1(wk, Pj) =
∑K

k=1‖wk‖2 and Q2(wk, Pj) =∑J

j=1 Pj . ConstantQ∗
i is the optimal objective value of the

i-th problem. In particular, variableQ∗
i is assumed to be a

constant for resource allocation. Variableλi ≥ 0,
∑
i λi = 1,

specifies the priority of thei-th objective compared to the other
objectives and reflects the preference of the system operator. By
varyingλi, we can obtain a complete Pareto optimal set which
corresponds to a set of resource allocation policies. Thus,the
operator can select a proper resource allocation policy from
the set of available policies. Compared to other formulation
methods for handing MOOPs in the literature (e.g. the weighted
product method and the exponentially weighted criterion [12]),
the weighted Tchebycheff method can achieve the complete
Pareto optimal set with a lower computational complexity,
despite the non-convexity (if any) of the considered problem.
It is noticed that Problem3 is equivalent to Problemi when
λi = 1 andλj = 0, ∀i 6= j. Here, equivalent means that both
problem formulations have the same optimal solution.

IV. SOLUTION OF THE OPTIMIZATION PROBLEMS

The optimization problems in (7), (8), and (9) are non-convex
problems due to the non-convexity of constraints C1 and C2. In
order to solve the problems efficiently, we recast Problems1,
2, and3 as convex optimization problems via SDP relaxation.

A. Semidefinite Programming Relaxation

For facilitating the SDP relaxation, we define

Wk = wkw
H
k , Hk = hkh

H
k , Gj = gjg

H
j , Vj = vjv

H
j , (10)

and rewrite Problems1-3 into the following equivalent
formulations:

Transformed Problem 1:

minimize
Wk∈H

NT ,Pj

K∑

k=1

Tr(Wk)

s.t. C̃1:
Tr(HkWk)

ΓDL
reqk

≥ IDL
k + σ2

nk
, ∀k,

C̃2:
Pj Tr(VjGj)

ΓUL
reqj

≥ IUL
j + σ2

z Tr(Vj), ∀j,

C̃3: Pj ≥ 0, ∀j,

C̃4: Wk � 0, ∀k,

C̃5: Rank(Wk) ≤ 1, ∀k, (11)

3Please refer to [12] for a detailed discussion of Pareto optimality.



where Wk � 0, Wk ∈ H
NT , and Rank(Wk) ≤ 1 in

(11) are imposed to guarantee thatWk = wkw
H
k holds after

optimization, and

IDL
k =

K∑

m 6=k

Tr(HkWm) +

J∑

j=1

Pj |fj,k|
2, and (12)

IUL
j =

J∑

r 6=j

Tr(VjGr) +

K∑

k=1

Tr(WkH
H
SIVjHSI). (13)

Transformed Problem 2:

minimize
Wk∈H

NT ,Pj

J∑

j=1

Pj

s.t. C̃1 – C̃5. (14)

Transformed Problem 3:
minimize

Wk∈H
NT ,Pj ,t

t

s.t. C̃1 – C̃5,

C̃6: λi(Qi −Q∗
i ) ≤ t, ∀i ∈ {1, 2}, (15)

where t is an auxiliary optimization variable and (15) is the
epigraph representation of (9).

Since Problem3 is a generalization of Problems1 and 2,
we focus on the solution of Problem3. Transformed Problem
3 is a non-convex problem due to the rank-one constraintC̃5
and solving such a rank-constrained problem is known to be
NP-hard [13]. Hence, we relax constraint̃C5: Rank(Wk) ≤ 1
by removing it from the problem formulation, such that the
considered problem becomes a convex SDP given by

minimize
Wk∈H

NT ,Pj ,t
t

s.t. C̃1 – C̃4, C̃6. (16)

The relaxed convex problem in (16) can be solved efficiently by
standard convex program solvers such as CVX [14]. Besides,
if the solution obtained for a relaxed SDP problem is a rank-
one matrix, i.e.,Rank(Wk) = 1 for Wk 6= 0, ∀k, then it is
also the optimal solution of the original problem. Otherwise, in
general, the solution of (16) serves as a lower bound for the
original problem (15) due to the larger feasible solution set in
(16).

Next, we reveal a sufficient condition for obtaining a rank-one
solutionWk for the relaxed version of Transformed Problem3
in the following theorem.

Theorem 1:Under the condition that the channel vectors
of the downlink users,hk, k ∈ {1, . . . ,K}, and the uplink
users, gj , j ∈ {1, . . . , J}, can be modeled as statistically
independent random variables, the solution of (16) is rank-one,
i.e., Rank(Wk) = 1 for Wk 6= 0, ∀k, with probability one.

Proof: Please refer to the Appendix. �

In other words, whenever the channels satisfy the condition
stated in Theorem1, the optimal beamformerw∗

k of (9) can be
obtained with probability one.

Remark 1:Exploiting Theorem1, Problem1 and Problem2
can also be solved optimally via SDP relaxation. In particular,
for λ1 = 1, λ2 = 0, andQ∗

1 = 0, the problem in (16) becomes
Problem1; for λ2 = 1, λ1 = 0, andQ∗

2 = 0, the problem
in (16) becomes Problem2. We note that settingQ∗

i = 0 in
Problem3 is used only for recovering the solution of Problems
1 and 2. However, this does not imply that the optimal value
of Problemi, ∀i ∈ {1, 2}, is equal to0.

TABLE I
SYSTEM PARAMETERS.

Carrier center frequency 1.9 GHz
System bandwidth 200 KHz
Path loss exponent 3.6

Reference distance 30 m
SI cancellation −80 dB [2]
Downlink user noise power,σ2

nk
−83 dBm

Uplink BS noise power,σ2
z

−110 dBm4

BS antenna gain 10 dBi

V. RESULTS

In this section, we investigate the performance of the
proposed multi-objective optimization based resource allocation
scheme through simulations. The simulation parameters are
specified in Table I. There areK = 3 downlink users andJ = 8
uplink users in the cell. The users are randomly and uniformly
distributed between the reference distance and the maximum
service distance of250 meters. The FD radio BS is located at
the center of the cell and equipped withNT antennas. The small
scale fading of the downlink channels, uplink channels, and
inter-user channels is modeled as independent and identically
distributed Rayleigh fading. The multipath fading coefficients
of the SI channel are generated as independent and identically
distributed Rician random variables with Rician factor5 dB.

A. Transmit Power Trade-off Region

In Figure 2, we study the trade-off between the downlink
and the uplink total transmit powers for different numbers of
antennas at the FD radio BS. The trade-off region is obtained
by solving (16) for different0 ≤ λi ≤ 1, ∀i ∈ {1, 2}, i.e., the
λi are varied uniformly using a step size of0.01 subject to∑
i λi = 1. Without loss of generality, we assume all downlink

users and all uplink users require the same SINRs, respectively,
i.e., ΓDL

reqk
= ΓDL

req = 10 dB andΓUL
reqj

= ΓUL
req = 6 dB. It can

be observed from Figure 2 that the total uplink transmit power
is a monotonically decreasing function with respect to the total
downlink transmit power. In other words, minimizing the total
uplink power consumption leads to a higher power consumption
in the downlink and vice versa. This result confirms that the
minimization of the total uplink transmit power and the total
downlink transmit power are conflicting objectives. For thecase
of NT = 10, 10.9 dB in uplink transmit power can be saved
by increasing the total downlink transmit power by6.5 dB.
In addition, Figure 2 also indicates that a significant amount
of power can be saved in the FD system by increasing the
number of antennas. This is due to the fact that the extra
degrees freedom offered by the additional antennas facilitate
a more power efficient resource allocation. However, there is
a diminishing return in the power saving as the numbers of
antennas at the FD BS increase due to channel hardening [11].

For comparison, we also consider a baseline multiuser system
with a HD radio BS. In particular, the HD radio BS is
equipped withNT antennas which are utilized for transmitting
or receiving in non-overlapping equal-length time intervals. As
a result, both SI and CCI are avoided. In order to have a
fair comparison between the FD and the HD systems, we set
log2(1+ΓDL

reqk
) = 1/2 log2(1+ΓDL−HD

reqk
) andlog2(1+ΓUL

reqj
) =

4The downlink user noise power is higher than the uplink BS noise power
since, unlike cheap mobile devices, the BS is usually equipped with a high
quality LNA and a high resolution analog-to-digital converter (ADC) [15].



Average total downlink transmit power (dBm)
10 12 14 16 18 20

A
ve

ra
ge

 to
ta

l u
pl

in
k 

tr
an

sm
it 

po
w

er
 (

dB
m

)

-2

0

2

4

6

8

10

12

14

N
T
 = 8 (FD)

N
T
 = 8 (HD)

N
T
 = 9 (FD)

N
T
 = 9 (HD)

N
T
 = 10 (FD)

N
T
 = 10 (HD)

Power saving

NT = 8 (HD)

NT = 9 (HD)

NT = 10 (HD)

NT = 8 (FD)

NT = 9 (FD)

Power saving

NT = 10 (FD)

Fig. 2. Average system objective trade-off region achievedby the proposed
optimal resource allocation scheme. The double-sided arrows indicate the power
saving due to additional antennas.

1/2 log2(1+ΓUL−HD
reqj

). Thus, for the HD radio BS, the required
SINRs for the downlink and uplink users areΓDL−HD

reqk
=

(1+ΓDL
reqk

)2− 1, andΓUL−HD
reqj

= (1+ΓUL
reqj

)2− 1, respectively.
In addition, the power consumption of downlink and uplink
transmission for the HD system is divided by two since either
uplink or downlink transmission is performed at a given time.
Then, we optimizeWk to minimize the downlink total transmit
power, and we optimizePj to minimize the uplink total transmit
power for the optimal MMSE receiver at the HD radio BS
[11]. The power consumption for the baseline HD system is
represented by a single point in Figure 2 for a given number of
antennas. It can be observed that the power consumption of the
baseline system lies above the curve of the corresponding FD
system. In the regions which are spanned by the dashed lines
and the corresponding FD system performance curves, the FD
systems are more power efficient than the corresponding HD
systems in both uplink and downlink. In particular, for the case
of NT = 10, the FD system facilitates more than6 dB power
saving for downlink transmission and more than5 dB power
saving for uplink transmission compared to the corresponding
HD system.

B. Average Transmit Power

In Figure 3, we investigate the power consumption of
downlink and uplink users for identical minimum required
downlink SINRs,ΓDL

reqk
= ΓDL

req, and identical minimum required
uplink SINRs of ΓUL

reqj
= 6 dB. The FD radio BS and the

baseline HD radio BS are both equipped withNT = 10
antennas. We select the resource allocation policy withλ1 = 0.1
andλ2 = 0.9 which indicates that the system operator attaches
a higher priority to total uplink transmit power minimization.
It can be observed that both the downlink and the uplink
power consumption increase withΓDL

req. However, the downlink
power consumption grows more rapidly than the uplink power
consumption. The reason behind this is twofold. First, a higher
downlink transmit power is required to fulfill more stringent
downlink QoS requirements. Second, the SI becomes more
severe for higher downlink transmit powers. Specifically, since
the FD radio BS tries to keep the total uplink transmit power
low to avoid strong CCI for increasing downlink transmit power,
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Fig. 3. Average power consumption (dBm) versus the minimum required
downlink SINRs (dB) for FD and HD radio BS.

more degrees of freedom at the FD radio BS have to be utilized
to suppress the SI to improve the receive SINR of the uplink
users. As a result, fewer degrees of freedom are available for
reducing the downlink transmit power consumption causing
even higher downlink transmit powers. Besides, Figure 3 also
confirms that both downlink and uplink transmission in the
proposed FD system are more power efficient compared to the
HD system.

VI. CONCLUSIONS

In this paper, we studied the power allocation algorithm
design for MU-MIMO wireless communication systems with
an FD BS. The algorithm design was formulated as a non-
convex MOOP employing the weighted Tchebycheff method.
The proposed MOOP was solved optimally by SDP relaxation.
Simulation results not only unveiled the trade-off betweenthe
total downlink and the total uplink transmit powers, but also
confirmed that the proposed FD system enables substantial
power savings compared to a HD system.

APPENDIX - PROOF OFTHEOREM 1

The relaxed version of Transformed Problem3 in (16) is
jointly convex with respect to the optimization variables and
satisfies the Slater’s constraint qualification. Therefore, strong
duality holds and solving the dual problem is equivalent to
solving the primal problem [16]. For obtaining the dual problem,
we first need the Lagrangian function of the primal problem in
(16) which is given by

L
(
Wk, Pj , t, ξk, ψj ,Yk, αj , θi

)
(17)

=
K∑

k=1

Tr(RkWk)−
K∑

k=1

Tr
(
Wk

(
Yk +

ξkHk

ΓDL
reqk

))
+∆,

where

∆ =
K∑

k=1

ξk

(
σ2
nk

+
J∑

j=1

Pj |fj,k|
2
)
−

J∑

j=1

αjPj +Ψ (18)

+

J∑

j=1

ψj

(
σ2
z Tr(Vj) +

J∑

r 6=j

Tr(VjGr)−
Pj Tr(VjGj)

ΓUL
reqj

)
,



Ψ = t(1−
2∑

i=1

θi)− θ1λ1Q
∗
1 + θ2λ2(

J∑

j=1

Pj −Q∗
2), (19)

Rk =

K∑

m 6=k

ξmHm +

J∑

j=1

ψjH
H
SIVjHSI + θ1λ1INT

. (20)

Here, ∆ denotes the collection of terms that only involve
variables that are independent ofWk. ξk, ψj , αj , and θi are
the Lagrange multipliers associated with constraints̃C1, C̃2,
C̃3, andC̃6. Matrix Yk ∈ CNT×NT is the Lagrange multiplier
matrix for the positive semidefinite constraint̃C4 on matrixWk.
Thus, the dual problem for the SDP relaxed problem in (16) is
given by

maximize
ξk,ψl,α≥0
θi,Yk�0

minimize
Wk∈H

NT

Pj,t

L
(
Wk, Pj , t, ξk, ψj ,Yk, αj , θi

)

s.t.
2∑

i=1

θi = 1. (21)

The constraint
∑2
i=1 θi = 1 is imposed to guarantee a bounded

solution of the dual problem [16].
We reveal the structure of the optimalWk of (16) by studying

the Karush-Kuhn-Tucker (KKT) conditions. For convenience,
we defineΩ∗ , {W∗

k, P
∗
j , t

∗} andΦ∗ , {ξ∗k, ψ
∗
j ,Y

∗
k, α

∗
j , θ

∗
i }

as the sets of the optimal primal and dual variables of (21).
In the following, we focus on the KKT conditions which are
needed for the proof:

Y∗
k�0, ξ∗k, ψ

∗
j , θ

∗
i ≥ 0, ∀k, ∀j, ∀i, (22)

Y∗
kW

∗
k=0, and (23)

Y∗
k=R∗

k − ξ∗k
Hk

ΓDL
reqk

, (24)

whereR∗
k is obtained by substituting the optimal dual variables

Φ∗ into (20). By exploiting (23), we haveY∗
kW

∗
k = 0 ⇒

Rank(Y∗
k) + Rank(W∗

k) ≤ NT. By exploiting the fact that
Rank(W∗

k) ≥ 1 for W∗
k 6= 0, we have

Rank(Y∗
k) ≤ NT − 1. (25)

If Rank(Y∗
k) = NT − 1, then the optimal beamforming matrix

W∗
k 6= 0 must be a rank-one matrix. In order to further reveal

the structure ofY∗
k, we first show by contradiction thatR∗

k is a
positive-definite matrix with probability one under the condition
stated in Theorem1. Let us focus on the dual problem in (21).
For a given set of optimal dual variables,Φ∗, the optimal uplink
transmit power,P ∗

j , and the optimal auxiliary variablet∗, the
dual problem in (21) can be written as

minimize
Wk∈H

NT

L
(
Wk, P

∗
j , t

∗, ξ∗k, ψ
∗
j ,Y

∗
k, α

∗
j , θ

∗
i

)
. (26)

SupposeR∗
k is not positive-definite. In this case, we can choose

Wk = rwkw
H
k as one of the optimal solution of (26), where

r > 0 is a scaling parameter andwk is the eigenvector
corresponding to a non-positive eigenvalueρk ≤ 0 of R∗

k,
i.e., R∗

kwk = ρkwk. We substituteWk = rwkw
H
k and

R∗
kwk = ρkwk into (26) which leads to

K∑

k=1

Tr(ρkrwkw
H
k )− r

K∑

k=1

Tr
(
wkw

H
k

(
Y∗
k +

ξ∗kHk

ΓDL
reqk

))
+∆.

(27)
In (27), the first term,

∑K

k=1 Tr(ρkrwkw
H
k ) is not positive.

As for the second term, since the channel vectors ofgj and

hk are assumed to be statistically independent, and from (22),
we obtain

∑K

k=1 Tr
(
wkw

H
k

(
Y∗
k +

ξ∗kHk

ΓDL
reqk

))
> 0. By setting

r → ∞, the term−r
∑K

k=1 Tr
(
wkw

H
k

(
Y∗
k+

ξ∗kHk

ΓDL
reqk

))
→ −∞.

In this case, the dual optimal value becomes unbounded from
below. However, the optimal value of the primal problem (16)is
non-negative due to constraint̃C6. Thus, strong duality cannot
hold which leads to a contradiction. Therefore,R∗

k is a positive-
definite matrix with probability one, i.e.,Rank(R∗

k) = NT. By
applying (24) and a basic inequality for the rank of matrices,
we have

Rank(Y∗
k) + Rank

(
ξ∗k

Hk

ΓDL
reqk

)
(28)

≥ Rank
(
Y∗
k + ξ∗k

Hk

ΓDL
reqk

)
= Rank(R∗

k) = NT

⇒ Rank(Y∗
k) ≥ NT − 1.

Combining the inequalities in (25) and (28), we obtain that
Rank(Y∗

k) = NT − 1. Thus, Rank(W∗
k) = 1 holds with

probability one.
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