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Joint Channel Parameter Estimation in
Multi-Cell Massive MIMO System

Xiao Wei, Wei Peng , Da Chen , Derrick Wing Kwan Ng , and Tao Jiang

Abstract— In this paper, we consider the uplink channel
parameter estimation problem in the presence of pilot con-
tamination for massive multiple-input-multiple-output (MIMO)
systems. We propose a parallel factor (PARAFAC)-based estima-
tion scheme, which exploits the low-rank property of massive
MIMO channels caused by the finite scattering in a physical
environment. Specifically, we first parameterize the channel in
terms of three parameters, i.e., fading coefficients, directions of
arrival (DOAs), and delays; thereby, the channel is characterized
via three equivalent PARAFAC models. Then, the proposed
PARAFAC-based scheme is developed, which jointly estimates
these three channel parameters using an alternating least squares
(ALS) algorithm. Therein, we certify the identifiability of the
three channel parameters of the PARAFAC models to mitigate
the pilot contamination and state the convergence of the ALS
algorithm, which guarantees that the three channel parameters
can be uniquely determined with the proposed scheme. Moreover,
to further reduce the computational complexity, two advanced
schemes are proposed by antenna selection and reducing the esti-
mation frequency of DOAs and delays, respectively. Simulation
results show that the proposed schemes can achieve both low
computational complexities and close to optimal Cramer–Rao
Bound performance.

Index Terms— Massive MIMO, channel parameter estimation,
pilot contamination, computational complexity, CRB, PARAFAC
analysis.

I. INTRODUCTION

RADIO spectrum is a scarce resource in wireless com-
munication, and thus high spectral efficiency is a fun-

damental goal of communication system design. In addition,
next generation communication systems are expected to sup-
port multiple users and to guarantee stringent quality of
service (QoS) requirements. As a result, a spectrally-efficient
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communication system design is important to overcome
the spectrum scarcity. In particular, massive multiple-input
multiple-output (MIMO) has received significant attention in
recent years [1], since it offers a large number of spatial
degrees of freedom which facilitate large multiplexing and
diversity gains [2]–[4].

In a massive MIMO system, a base station (BS) is gener-
ally equipped with hundreds or even thousands of antennas
to simultaneously serve multiple users. To fully embrace
the benefits of massive MIMO, the BS needs to acquire a
large number of channel parameters associated to each user,
including fading coefficients, directions of arrival (DOAs),
and delays, before performing precoding, resource allocation,
coherent detection, and etc [5]. Moreover, pilot interference
from adjacent cells, which gives rise to so-called pilot conta-
mination, severely limits the channel parameter estimation per-
formance. Pilot contamination is a fundamental and intractable
problem for massive MIMO systems as it is the only remaining
impairment with unlimited number of antennas [6]. Hence,
channel parameter estimation in the presence of pilot conta-
mination is an important but challenging problem in massive
MIMO system design.

The delay or/and DOA estimation problem are widely stud-
ied for massive MIMO systems taking into account the corre-
lation of massive MIMO channels across different times and
antennas [7], [8], respectively. For example, Chen and Yang [9]
utilized channel sparsity caused by channel correlation in the
time domain to acquire the delay of each path in massive
MIMO systems. The sparse nature of massive MIMO chan-
nels is also exploited for delay estimation by minimizing
the least-squares error function in [10]. On the other hand,
DOA estimation is investigated by exploiting another feature
of massive MIMO channels caused by channel correlation
across different antennas, i.e., the columns of the covariance
matrix of the received useful signal are orthogonal to those
of the noise matrix [11]. Utilizing this feature, subspace algo-
rithms including the Multiple Signal Classification (MUSIC)
and the Estimation of Signal Parameters via Rotational Invari-
ance Techniques (ESPRIT) [12] have been widely adopted for
DOA estimation in massive MIMO systems. By spectral-peak
searching, the MUSIC algorithm obtains a high accuracy for
DOA estimation in [13], however, it takes a lot of computation.
Hence, ESPRIT is widely adopted to reduce the complexity.
For instance, [14] proposed an ESPRIT-like approach for
DOA estimation, and achieves a good performance. On this
basis, [15] investigated the estimation of DOAs and delays
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by employing a two-dimensional ESPRIT to separate and
estimate the DOAs and delays. However, the computational
complexity of ESPRIT is also high in massive MIMO systems
as it increases cubically with the number of antennas.

Moreover, estimating only two parameters, i.e., delay
and DOA, is not enough to accurately model the overall
channel. In practice, an inaccurate channel estimation causes
a loss in system performance. In particular, fading coefficient
is also an important parameter for efficient representation of
a channel matrix. There are several research efforts on the
investigation of the fading coefficient estimation problem in
conventional MIMO systems, e.g. [16], [17]. For example,
Chakraborty and Sen [16] proposed two iterative algorithms
based on the maximum likelihood (ML) for joint estimation of
time, frequency offsets, and fading coefficients in multi-relay
distributed MIMO-orthogonal frequency division multiplexing
(OFDM) system. With the ML algorithm, priori knowledge of
the correlation of massive MIMO channels cannot be utilized,
which causes a performance loss. Moreover, fading coefficient
and DOA estimation for millimeter-wave MIMO is solved via
Parallel Factor (PARAFAC) analysis in [17]. Recently, it is
also employed for mmWave MIMO-OFDM system in [18].
PARAFAC analysis is a highly efficient algorithm for joint
parameter estimation method for multi-way signals with low-
rank property. It has been widely adopted in wireless com-
munication as it enjoys a uniqueness property under simple
conditions summarized by Kruskal [19]. Motivated by this,
in [20], we investigated the joint estimation of three channel
parameters for massive MIMO system via PARAFAC analysis.
However, pilot contamination is not considered in [20]. In this
case, the scheme of [20] suffers from a severe performance
loss. Besides, in [20], a large number of computation steps
is required when the number BS antennas is large, which
degrades the system performance as it consumes an exceed-
ingly large portion of the coherence time.

In this paper, we address the above issues. To this end,
the joint estimation of channel fading coefficients, DOAs, and
delays in the presence of pilot contamination is explored for
massive MIMO systems. We first develop a comprehensive
channel model for massive MIMO systems comprising all
three relevant channel parameters. Thereby, we study the
joint estimation problem of massive MIMO system in the
presence of pilot contamination based on the aforework of
PARAFAC analysis. Besides, in our previous work [21], the
computational complexity reduction utilizing the correlation
of massive MIMO channels across different antennas was
investigated. Thereby, the correlation across both different
antennas and times is used to further reduce the computational
complexity of the proposed scheme. The main contributions
of this paper are summarized as follows:

• Using the low-rank property of channel, we parame-
terize the massive MIMO channel in terms of fading
coefficients, DOAs, and delays, thereby the channel is
characterized via three equivalent PARAFAC models.
Therein, the identifiability of the three parameters is
proved to mitigate pilot contamination, which guaran-
tees that the three channel parameters can be uniquely
determined.

• The joint estimation of three parameters in the presence
of pilot contamination is formulated as an optimiza-
tion problem with three coupled variables, which is
solved by an alternating least squares (ALS) algo-
rithm. Subsequently, we state the convergence of the
ALS algorithm, which shows that the proposed estimates
are close-to-optimal.

• The computational complexity of the proposed scheme
is analyzed in terms of the required number of floating-
point operations (FLOPs). Then, we further develop two
computationally efficient schemes by antenna selection
and reducing the estimation frequency of DOAs and
delays, respectively. These two schemes obtain nearly the
same accuracy performance as PARAFAC-based scheme
but have much lower computational complexities.

• The Cramer-Rao Bound (CRB) of all three channel
parameters for the considered massive MIMO system
is derived for comparison, which is the lower bound
of parameter estimation for a given set of observations.
Moreover, simulation results reveal that the performance
of the proposed schemes nearly obtains the CRB.

The remainder of this paper is organized as follows.
In Section II, the multi-cell massive MIMO system model
is presented. The PARAFAC-based joint estimation scheme
for channel parameters in the presence of pilot contamination
is proposed in Section III, and an exact computational com-
plexity analysis and two schemes for complexity reduction
are provided in Section IV. Simulation results are presented
in Section V, and conclusions are drawn in Section VI.

Notations: In this paper, we use boldface capital and
lower case letters to denote matrices and vectors, respectively.
AT and A† represent the transpose and pseudo-inverse of
matrix A, respectively; ||A||F and tr(A) denote the Frobenius
norm and trace of matrix A, respectively; A → B indicates
that A converges to B in the limit; G1 (a) and Gnb

(B) denote
diagonal matrices with the diagonal elements given by vector
a and row nb of matrix B, respectively; a ∈ C means that
a is a complex number; A ∈ CNr×Nb is the set of complex
Nr × Nb matrices; CN (0, σ2) denotes the complex Gaussian
distribution with mean 0 and variance σ2; A�B denotes the
Khatri-Rao product of A ∈ CNa×N and B ∈ CNb×N ; IN is
N -dimensional identity matrix. For convenience, the important
symbols and notations used in this paper are defined in Table I.

II. SYSTEM MODEL

In this section, we present the uplink multi-cell massive
MIMO system model. Then, the multipath channel is parame-
terized in terms of fading coefficients, DOAs, and delays.

A. Uplink Massive MIMO System

We consider an uplink massive MIMO system of Nc cells
with a Na-antenna BS and Nu single-antenna users per cell,
where the considered transmission format is shown in Fig. 1.
We assume time-division multiple access (TDMA) between
Ns-length pilot transmissions of intra-cell users with a guard
interval of length Ng between adjacent transmission, such that
intra-cell interference can be avoided [22]. Thus, a single user
in each cell, Nu = 1, is assumed to simplify the notations.
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TABLE I

SYMBOLS AND NOTATIONS

Fig. 1. The considered transmission format in each cell, where each user
sends pilots in the uplink in Ns time slots, Nb is the number of blocks, and
the guard interval spanning Ng symbol interval is used to avoid inter-user
interference.

On the other hand, users of different cells may send the same
pilot signals to their respective BSs in a same time slot, which
gives rise to the inter-cell interference, i.e., pilot contamination
problem, which is the focus of this paper.

Without loss of generality, let the first cell be the target cell,
and other Nc−1 cells are the interfering cells. In the uplink
training phase, the pilot signals of each user are filtered by
the transmit filter, sent through the communication channel,
and filtered by the receive filter. Thereby, the uplink received
signals xnb

(ns) ∈ C
Na×1 at the target cell in time slot

ns∈{1, · · ·,Ns} of block nb∈{1, · · ·,Nb} is written as [23]

xnb
(ns)=

Nc∑

nc=1

Nf−1∑

nf=0

hnc,nb
(nfT )s(ns − nf )+vnb

(ns), (1)

where T is the symbol period, Nf is the number of taps
of the overall channel, and Nb is the number of blocks.

hnc,nb
(nfT ) ∈ CNa×1 is the channel impulse response

between the user in cell nc and Na BS antennas in the target
cell, which has finite support and encompasses the effects
of the transmit filter, receive filter, and channel. s(n), n ∈
{1−Nf , · · ·, Ns}, are the pilot symbols, which is periodically
extended over multiple time-slots, and if n ≤ 0, we have
s(n) = Ns + n. vnb

(ns) ∈ CNa×1 is additive white Gaussian
noise with CN (0, σ2), whose elements are independent and
identically distributed (i.i.d.) variables.

B. Multipath Channel Model

We consider a realistic channel model assuming a physical
environment with finite scattering, cf. [24]. Therein, the angle
domain is partitioned into a finite number of directions
causing Np i.i.d. resolvable propagation paths between each
user and the target BS. Np is generally independent of the
number of antennas, Na, and the number of users, Nu, and
determined by the number of scatterers in the propagation
environment only. Hence, the channel impulse response of a
user in cell nc, hnc,nb

(nfT ), can be expressed as [23]

hnc,nb
(nfT ) =

Np∑

np=1

bnc,nb,npa(θnc,np)d(nfT − τnc,np), (2)

where bnc,nb,np ∈ C is the fading coefficient associated with
path np in block nb, θnc,np ∈ R denotes the DOA of path np

at the BS in cell nc, and τnc,np ∈ R is the delay of path np

to the cell nc. Therein, the DOA θnc,np is assumed to not
overlap with other DOAs to guarantee the independence of dif-
ferent DOAs. d(t) ∈ C is the known pulse shaping function,1

and it is typically the convolution of transmit filter and receive
filter. Furthermore, a(θnc,np) ∈ CNa×1 is the steering vector,
which denotes the correlation of channels across different
BS antennas caused by that the BS antennas are densely
placed and not well separated in massive MIMO systems. For
a uniform linear array, the steering vector is given by [26]

a(θnc,np) =
[
1, e−jωnc,np , · · ·, e−jωnc,np (Na−1)

]T
, (3)

where ωnc,np = 2πl
λ cos(θnc,np), l is the antenna spacing at

the BS, and λ is the wavelength of the center frequency. In the
context of this multipath channel model, the guard interval
satisfying Ng ≥ Nf + τNp

T − 1 is necessary to guarantee that
the pilot sequences sent by different users in each cell do not
overlap at the BS.

In this model, each path of the signals from the user
in cell nc is parameterized by (bnc,nb,np , θnc,np , τnc,np).
Fading coefficient bnc,nb,np is generally modeled as a com-
plex Gaussian random variable2 following the distribution
of CN (0, g2

nc
), where gnc is the pathloss between users in

cell nc and the target BS. For a block-fading channel model,

1We assume that d(t) is bandlimited and sampled at or above the Nyquist
rate. In this case, the transmit filter can be a windowed filter, and the receive
filter can be a matched filter [25].

2Although we assume that fading coefficients of different blocks are
independent to facilitate concise and insightful results, it is not a necessary
assumption. The proposed scheme and the following analytical results can be
easily extended to the correlated case such as the scenario with the first order
autoregressive model or the Jakes’ model.



3254 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 67, NO. 5, MAY 2019

fading coefficient is assumed to remain constant over a block
of symbols, while the fading coefficients of different blocks
are modeled as independent random variables. Moreover,
the variations of the DOAs and delays across different blocks
are generally much smaller than that of the fading coefficients,
which means that the DOAs and delays remain unchanged for
a relatively long period of time, e.g., Nb adjacent blocks is
assumed in this paper. In mobile communication systems, this
assumption is reasonable if Nb is chosen in accordance with
the mobile speed and multipath geometry. As a consequence,
channels across different times are correlated.

III. PARAFAC-BASED JOINT PARAMETER

ESTIMATION SCHEME

In this section, we derive the PARAFAC models of massive
MIMO channels in matrix form to facilitate the PARAFAC
analysis. Thereby, we realize the PARAFAC-based joint esti-
mation using the ALS algorithm.

A. PARAFAC Model in Matrix Form

The channel model in (2) includes a sum of triple terms,
which is known as the PARAFAC model [27]. Therein, each
term is characterized by (bnc,nb,np , θnc,np , τnc,np), respec-
tively. We represent this PARAFAC model in matrix form.

1) Least Squares Estimate: Let us define the NaNb × Ns

received signal matrix for all Nb blocks in the target cell as

X =

⎡

⎢⎢⎢⎢⎢⎢⎣

x1(1) x1(2) · · · x1(Ns)

x2(1) x2(2) · · · x2(Ns)

...
...

. . .
...

xNb
(1) xNb

(2) · · · xNb
(Ns)

⎤

⎥⎥⎥⎥⎥⎥⎦
.

Then, based on (1) and (2), X can be decomposed into

X =
Nc∑

nc=1

HncS + V =
Nc∑

nc=1

⎡

⎢⎢⎢⎢⎢⎣

AncG1 (Bnc)

AncG2 (Bnc)
...

AncGNb
(Bnc)

⎤

⎥⎥⎥⎥⎥⎦
DT

nc
S + V

=

⎡

⎢⎢⎢⎢⎢⎣

AG1 (B)

AG2 (B)
...

AGNb
(B)

⎤

⎥⎥⎥⎥⎥⎦
DTS + V, (4)

where Gnb
(B) denotes the diagonal matrix with the diagonal

elements given by the row nb of matrix B, A = [A1, · · ·,

ANc ] ∈ CNa×NcNp , B = [B1, · · ·,BNc ] ∈ CNb×NcNp ,

D = [D1, · · ·,DNc ] ∈ C
Nf×NcNp ,

S =

⎡

⎢⎢⎢⎣

s(1) s(2) · · · s(Ns)
s(Ns) s(1) · · · s(Ns − 1)

...
...

. . .
...

s(Ns − Nf + 2) s(3) · · · s(Ns − Nf + 1)

⎤

⎥⎥⎥⎦,

V =

⎡

⎢⎢⎢⎣

v1(1) v1(2) · · · v1(Ns)
v2(1) v2(2) · · · v2(Ns)

...
...

. . .
...

vNb
(1) vNb

(2) · · · vNb
(Ns)

⎤

⎥⎥⎥⎦,

Hnc =

⎡

⎢⎢⎢⎣

hnc,1(T ) hnc,1(2T ) · · · hnc,1(NfT )
hnc,2(T ) hnc,2(2T ) · · · hnc,2(NfT )

...
...

. . .
...

hnc,Nb
(T ) hnc,Nb

(2T ) · · · hnc,Nb
(NfT )

⎤

⎥⎥⎥⎦.

Therein, S is a Toeplitz matrix, Anc = [a(θnc,n1),
a(θnc,n2), · · ·, a(θnc,Np)] ∈ CNa×Np ,

Bnc =

⎡

⎢⎢⎢⎣

bnc,1,1 bnc,1,2 · · · bnc,1,Np

bnc,2,1 bnc,2,2 · · · bnc,2,Np

...
...

. . .
...

bnc,Nb,1 bnc,Nb,2 · · · bnc,Nb,Np

⎤

⎥⎥⎥⎦,

Dnc =

⎡

⎢⎢⎢⎣

d(−τnc,1) · · · d(−τnc,Np)
d(T − τnc,1) · · · d(T − τnc,Np)

... · · · ...
d((Nf −1)T − τnc,1) · · · d((Nf −1)T − τnc,Np)

⎤

⎥⎥⎥⎦.

The received signal matrix X in (4) can be written in a
compact form using the Khatri-Rao product, i.e.,

X = HS + V = [B� A]DTS + V, (5)

where H = [H1, · · ·,HNc ] ∈ CNaNb×NcNf . Then, the least
squares (LS) estimates of all channels are given by

Ĥ = XS† = [B� A]DT + W, (6)

where W = VS† ∈ CNaNb×NcNf follows CN (0, σ2).
2) Channel Model Transformation: To ensure that the three

parameters are identifiable, we use the fact that the Fourier
transform maps a constant delay to a constant phase shift. This
technique has been used before in delay estimation algorithms,
e.g. [23]. Collect the samples of the known waveform d(t) into
a column vector d0 = [d(0), d(T ), · · ·, d ((Nf − 1)T )]T ∈
CNf×1. Then, the discrete Fourier transform (DFT) is applied
to d(t) yielding d̃0 = Fd0, where F ∈ CNf×Nf is the
DFT matrix given by

F =

⎡

⎢⎢⎢⎣

1 1 · · · 1
1 φ · · · φNf−1

...
...

. . .
...

1 φNf−1 · · · φ(Nf−1)(Nf−1)

⎤

⎥⎥⎥⎦,

where φ = e−j2π/Nf . The column (nc−1)Np+np of matrix D
(i.e., the column np of matrix Dnc) contains the samples of
d(t − τnc,np), and it is denoted by dnc,np = [d(−τnc,np),
d(T − τnc,np), · · ·, d((Nf − 1)T − τnc,np)]T. As we assumed
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before, d(t) is bandlimited and sampled at or above the
Nyquist rate, then the DFT of dnc,np is given by [23]

d̃nc,np = Fdncnp

=G(d̃0)[1, φτnc,np , φ2τnc,np , · · ·, φ(Nf−1)τnc,np ]T. (7)

With the above notations, we write Nf -point DFT of D as

D̃ = FD = [d̃1,1, · · ·, d̃Nc,Np ] = G(d̃0)C, (8)

where D̃ ∈ CNf×NcNp , and C is a Vandermonde matrix as

C =

⎡

⎢⎢⎢⎣

1 1 · · · 1
φτ1,1 φτ1,2 · · · φτNc,Np

...
...

. . .
...

φ(Nf−1)τ1,1 φ(Nf−1)τ1,2 · · · φ(Nf−1)τNc,Np

⎤

⎥⎥⎥⎦.

Then, we define H̃ as [23]

H̃ = ĤFG(d̃0)† = [B � A]DTFG(d̃0)† + WFG(d̃0)†

= [B� A]
(
G(d̃0)†FD

)T

+W1=[B� A]CT+W1, (9)

where W1 = WFG(d̃0)† ∈ C
NaNb×Nf following the

distribution of CN (0, σ2). From (9), we can observe that the
matrix of the useful signals in H̃ is low-rank since A, B,
and C are correlated, respectively. Thus, (9) is referred to as
the PARAFAC model in matrix form [32]. The perfect sym-
metry of PARAFAC model in (9) allows two more equivalent
representations of channel, which is interpreted as stacking
three-way array along different dimensions. In particular,

Ỹ = (A � C)BT + W2 ∈ C
Nf Na×Nb , (10)

Z̃ = (C� B)AT + W3 ∈ C
NbNf×Na , (11)

where Ỹ and Z̃ are alternative versions of H̃, and W2 and
W3 are alternative versions of W1.

B. Identifiability of Channel Parameters

In the aforementioned three equivalent PARAFAC mod-
els, we decompose the channel matrix into three matrices
corresponding to three parameters respectively. In order to
obtain a unique solution of three parameters and mitigate the
impairment of pilot contamination, the uncertainty of A1, B1,
and C1 in matrix decomposition should be reduced. Note that
Kruskal [19] provides some uniqueness results for PARAFAC
analysis. Therein, a distinguishing feature of PARAFAC mod-
els is that their decompositions are often unique due to low-
rank property, which means that this is the only possible
combination of rank-Nf matrices that sums to H, whereas
matrix decompositions are not. Based on this, we first discuss
the uniqueness of A, B, and C in the considered system.
To this end, the following proposition is presented:

Proposition 1: The channel matrix decomposition in the
considered PARAFAC model is unique up to permutation of
columns of the matrices A, B, and C.

Proof: Please refer to Appendix A.
Remark 1: Proposition 1 suggests that only a permutation

uncertainty for matrices A, B, and C exists for the channel
matrix decomposition in the considered system. However, this

permutation uncertainty does not have to be solved with regard
to the parameter estimation problem, since the ordering of
channel parameters is not important.

Remark 2: Note that the distance between adjacent-cell
users and the target BS is generally much longer than that of
the distance between target-cell users and the target BS, which
means that the pathloss of adjacent-cell channels is much
larger than that of target-cell channels. Thus, the variance of
the B1 is much larger than that of the Bnc , nc = 2, · · ·, Nc.
As a consequence, the Np columns with most significant
variance of B are the Np columns of B1. The corresponding
Np columns of A and C are the Np columns of A1 and C1,
respectively. The larger Na, the more accurate the estimate of
pathloss, and thereby the impairment of the pilot contamina-
tion vanishes asymptotically for large Na. As a consequence,
the identifiability of channel parameters A1, B1, and C1

is guaranteed, which means a unique solution for the three
parameters can be obtained from PARAFAC models.

C. Parameter Estimation

The ALS algorithm is firstly adopted to the equivalent
PARAFAC models in (9)-(11) to obtain estimates of channel
matrices A, B, and C, and the convergence of the ALS algo-
rithm is also stated for close-to-optimal estimates. Then, based
on the proof of Proposition 1, we mitigate the permutation
uncertainty and pilot contamination and obtain the identifiable
estimates of the three channel parameters.

1) ALS Solution: In order to jointly estimate the three
parameters, we first solve the following optimization problem
to obtain matrices A, B, and C,

min
A,B,C

‖ H̃− [B� A]CT ‖2
F . (12)

It is evident that, (12) is a nonconvex optimization problem
due to the Kronecker product of three coupled variables [28],
and it is an NP-hard problem. Additionally, another challenge
is that the inaccuracy of one variable may be propagated to
the other variables due to couplings, and the optimal solution
is determined by all three variables jointly. In general, it is not
feasible to optimize the three variables independently. Fortu-
nately, the PARAFAC models in (9)-(11) reveal the hidden
decomposability of this problem in the considered system.
Thereby, the typical ALS algorithm is considered, which sub-
divides the coupled problem into three sub-problems according
to the PARAFAC models, and then obtains LS estimate for
one of the parameter matrices under the assumption that the
other two parameter matrices are already known [18]. The
estimation is then alternately repeated until all three matrices
have been estimated. This entire algorithm is then iterated until
convergence (which is proved in the proof of Proposition 2)
is obtained. Therein, ALS solution of (12) in iteration nr is

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ĈT(nr) =
[
B̂(nr − 1) � Â(nr − 1)

]†
H̃ (13a)

B̂T(nr) =
[
Â(nr − 1) � Ĉ(nr)

]†
Ỹ (13b)

ÂT(nr) =
[
Ĉ(nr) � B̂(nr)

]†
Z̃, (13c)
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where nr ∈ {1, 2, · · ·, Nr}, Nr is required number of iterations
of ALS algorithm, and Â(nr), B̂(nr), and Ĉ(nr) are ALS
estimates after iteration nr of A, B, and C, respectively.

The ALS algorithm has been widely used in such fields
as psychometrics, chemometrics, and signal processing for
fitting the PARAFAC model. For example, Zhou et al. [18]
achieved an improved estimation accuracy by the ALS in
mmWave MIMO-OFDM system. The reason for the popularity
of this algorithm lies in the fact that it is simple to understand
and implement. Additionally, Faber compared ALS with six
different methods for PARAFAC models, none of which is
better than ALS in terms of quality of solution [29]. Note that
the ALS algorithm cannot guarantee to converge to a global
minimum. Fortunately, the ALS algorithm in the context of the
considered massive MIMO system is proved close-to-optimal,
which is shown later.

2) Identifiable Estimates: The ALS yields the estimates
Â(Nr), B̂(Nr), and Ĉ(Nr). Referring to the proof of
Proposition 1, the identifiable estimates of the three unique
matrices denoted by Â, B̂, and Ĉ are given by

Â = Â(Nr)Δ̂1, B̂ = B̂(Nr)Δ̂2, Ĉ = Ĉ(Nr)Δ̂3, (14)

where Δ̂1, Δ̂2, and Δ̂3 are diagonal matrices to eliminate
the scaling uncertainty. Moreover, considering the proof of
Proposition 1, these matrices are given by

Δ̂1 =G1(â1(Nr)), Δ̂3 =G1(ĉ1(Nr)), Δ̂2 =(Δ̂3Δ̂1)†,
(15)

where â1(Nr) and ĉ1(Nr) are the first rows of matrices
Â(Nr) and Ĉ(Nr), respectively. Then, the Np columns
with most significant variance of B̂ are the estimates
of Np columns of B1 denoted by B̂1. The correspond-
ing Np columns of Â and Ĉ are the estimates of Np

columns of A1 and C1, which are denoted by Â1 and Ĉ1,
respectively. In this way, the pilot contamination can be
practically mitigated for large Na. Furthermore, we deter-
mine the DOAs and delays by utilizing the structures of
matrices A1 and C1 in Section III-A, respectively. The esti-
mates of the fading coefficients are the elements of B̂1. As a
consequence, the identifiable estimates of the three channel
parameters are obtained.

3) Convergence of the ALS Algorithm: We shall present
that the ALS solution is close-to-optimal for the optimization
problem in (12). First, the convergence of the ALS algorithm
is analyzed, which is presented as the following proposition:

Proposition 2: With the ALS algorithm, the objective value
decreases over the iterations and converges to a fixed point
with sufficient number of iterations.

Proof: Please refer to Appendix B.
Note that the objective function of ALS is also the objective

function of (12). Thus, based on Proposition 2, the ALS
algorithm converge to a solution where the objective value of
(12) decreases and converges to a fixed point. Then, to show
the performance of this fixed point, the optimal objective value
is given as the following proposition:

Proposition 3: The optimal objective value is close to the
noise power for massive MIMO systems.

Fig. 2. RMSEs versus the number of iterations of the proposed ALS
algorithm, Np = 5, Nb = 5, Ns = 5, Nf = 5, and σ2 = 1.

Proof: The objective function of (12) is actually the
residual error between the estimates of channel parameters
and H̃. According to (9), the globally optimal magnitude of
the objective function value is [30]

1
NfNaNb

‖ H̃− [B� A]CT ‖2
F =

1
NfNaNb

‖ W1 ‖2
F

→ 1
NaNb

tr(σ2INaNb
) = σ2, (16)

where the second operation → holds for a large number of
antennas in massive MIMO systems.

Remark 3: Proposition 3 provides a necessary condi-
tion to check if the estimates are global optimal or sub-
optimal. It is that if the fixed point of the objective value
in Proposition 2 reaches the noise power, the corresponding
solution is globally optimal. Note that the fixed point of
the objective value achieved by the ALS algorithm can be
heavily dependent on the initial guess [31]. Thus, there is
a probability that the converged fixed point is not the noise
power, then we have reached a suboptimal solution. In this
case, we restart the ALS algorithm with another initial guess.
We proceed by this way until the fixed point reaches the noise
power, i.e., global minimum is reached. For a wide range of
parameters, usually one or two re-initializations are sufficient
to yield the global minimum in our simulations. Hence, the
success of the ALS algorithm is not hindered by the presence
of additional fixed points. Additionally, our simulations in
Fig. 2 show that the fixed point of the objective value in
Proposition 2 in the context of the considered system is close
to noise power. Thus, ALS solution is indeed close-to-optimal.

IV. COMPUTATIONAL COMPLEXITY REDUCTION

A. Computational Complexity

Computational complexity is a critical factor in determining
the merit of channel parameter estimation schemes especially
in massive MIMO systems as the significantly large number
of antennas leads much computation. We analyze the compu-
tational complexity of the proposed scheme and compare it
with the existing schemes such as ESPRIT [14], as ESPRIT
is a well-known and efficient DOA estimation approach. Note
that the existing approaches in the literature focus on only
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CPARAFAC = 8Na(2NbNrN
2
c N2

p + 2NfNrN
2
c N2

p + 3NbNfNrNcNp + NbNrNcNp + NfNrNcNp + NbNfNs + NbNf )

+ 8NbNfNrNcNp + 16NbNfNrN
2
c N2

p v + 24NrN
2
c N2

p + 12NrN
3
c N3

p + 18NrNcNp + 5NcNpNf log2 Nf + 6Nf . (17)

CDOA
PARAFAC = 8Na(2NbNrN

2
c N2

p + NbNfNrNcNp + NbNrNcNp +
1
3
NbNf ) + 4NrN

3
c N3

p + 8NrN
2
c N2

p + 6NrNcNp

+
5
3
NcNpNf log2 Nf + 2Nf , (18)

DOA or delay estimation in massive MIMO systems. Hence,
for a fair comparison, the computational complexity of the
proposed scheme for DOA estimation is also derived. In fact,
the computational complexities for estimation of all three
parameters have the same format due to the perfect symmetry
of PARAFAC models. Here, the computational complexity is
expressed in terms of the required number of FLOPs corre-
sponding to the number of complex-valued multiplications and
additions, where one complex-valued multiplication and one
complex-valued addition require 6 and 2 FLOPs, respectively.
We are interested in the complexity required for one user.

First, we determine the computational complexity of the
proposed PARAFAC-based scheme. We neglect the required
number of FLOPs for taking the pseudo-inverse of matrix S,
since it can be precomputed once and then be used sub-
sequently for all estimates. Multiplying the received signal
matrix requires 8NaNbNfNs FLOPs. The Nf -point DFT
for NcNp paths requires 5NcNpNf log2 Nf FLOPs. Subse-
quently, taking the inverse of diagonal matrix G(d̃0) and
multiplying the channel matrix require 6Nf and 8NaNbNf

FLOPs, respectively. Moreover, the ALS is an iterative algo-
rithm, where each iteration includes three steps. The required
number of FLOPs for performing the first step in (13a)
is 16NaNbN

2
c N2

p + 8NaNbNfNcNp + 8NaNbNcNp +
4N3

c N3
p + 8N2

c N2
p + 6NcNp. Similarly, 16NaNfN2

c N2
p +

8NaNbNfNcNp+8NaNfNcNp+4N3
c N3

p +8N2
c N2

p +6NcNp

and 16NbNfN2
c N2

p + 8NaNbNfNcNp + 8NbNfNcNp +
4N3

c N3
p +8N2

c N2
p +6NcNp FLOPs are needed for performing

the next two steps (13b) and (13c), respectively. This leads
to the total number of FLOPs for the proposed scheme
in (17), shown at the top of this page. Therein, the required
number of FLOPs for DOA estimation is given in (18), shown
at the top of this page, which increases linearly with Na.
We represent the computational complexity as a function of
the number of antennas, Na, in (17) and (18). It can be
observed that the computational complexity of estimating the
three channel parameters is low since it increases linearly
with Na. The Na irrelevant parts can be ignored as Na

is considerably larger compared to the other parameters in
massive MIMO systems.

Next, we calculate the computational complexity of ESPRIT
for comparison, see [14, Algorithm 2] in detail. For ESPRIT,
in the first step, Nt matrix-matrix multiplications are per-
formed to obtain an estimate of the covariance matrix of
received signals requiring 8N2

aNsNt FLOPs, where Nt is
the number of received signal samples. Then, the required
number of FLOPs for performing eigenvalue decomposition
of the covariance matrix in step 2 is 16

3 N3
a FLOPs. After

that, in order to calculate the selected signal subspaces, step 3
requires 2 16

3 Na(6Nu)3 + (4 + 8)Na(3Nu)3 + 8Na(3Nu)2 +
6 Na(3Nu) FLOPs for Nu users. Hence, each user requires
2628NaN

2
u+72NaNu+18Na FLOPs. Finally, performing the

eigenvalue matching algorithm in step 4 requires 144NaN
2
u

FLOPs. Thus, the total number of FLOPs for ESPRIT is

CDOA
ESPRIT =

16
3

N3
a + 8N2

aNsNt + 2772NaN
2
u

+ 72NaNu + 18Na, (19)

where Nu = 1. Thus, CDOA
ESPRIT increases cubically with Na.

Note that the number of antennas, Na, is much larger
relative to the other parameters in massive MIMO systems,
thus it is the main factor to determine the computational
complexity. Thereby, we have

CDOA
ESPRIT

CDOA
PARAFAC

→ 2
Nb(6NrN2

c N2
p + 3NfNrNcNp + 3NrNcNp + Nf)

. (20)

when N2
a (Na → ∞).

Remark 4: When Na is sufficiently large, the first term
in (18) and (19) is dominant over the other terms, respec-
tively. As shown in (20), the ratio of the required number
of FLOPs in ESPRIT to the required number of FLOPs
for the proposed scheme approaches O(N2

a ). Therefore, the
computational complexity of ESPRIT is considerably larger
than that of the proposed scheme in massive MIMO systems.

B. Approaches for Computational Complexity Reduction

Although the computational complexity of the proposed
scheme increases only linear with Na, it is also high as Na is
very large in massive MIMO systems. Thus, utilizing the
correlation of channels across antennas and times, we develop
two schemes to further reduce the computational complexity.

1) PARAFAC-AS Scheme: High estimation performance can
be obtained with a large number of antennas as illustrated
in the simulation results, but then one must address the
computational complexity that scales with the number of
antennas Na. Note that the numbers of estimated DOAs are
much smaller than that of the received signals due to the
low-rank property of massive MIMO channels caused by
the channel correlation across different BS antennas refer
to Section II. Thus, the largely redundant received signals for
DOA estimation are existed in (13c), which can be exploited
to alleviate the computational complexity and at the same time
achieve a high estimation accuracy by a technique known as
antenna selection (AS).
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Considering low complexity, we adopt a simple random AS
in this paper. It is to select the first adjacent Nas antennas as
a subset for parameter estimation, where Nas is much smaller
than the number of BS antennas. With PARAFAC-AS scheme,
the ALS solution of (12) in iteration nr is given by

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ĈT(nr) =
[
B̂(nr − 1) � Ȧ(nr − 1)

]†
Ḣ (21a)

B̂T(nr) =
[
Ȧ(nr − 1) � Ĉ(nr)

]†
Ẏ (21b)

ȦT(nr) =
[
Ĉ(nr) � B̂(nr)

]†
Ż, (21c)

where Ȧ(nr) ∈ C
Nas×NcNp is the ALS estimate after iter-

ation nr of the first Nas rows of A, and Ż ∈ CNbNf×Nas

is the first Nas columns of Z̃. Besides, Ḣ ∈ CNasNb×Nf

and Ẏ ∈ CNasNf×Nb are alternative versions of Ż, which
are interpreted as stacking three-way array along different
dimensions.

Based on (18), the computational complexity of the pro-
posed PARAFAC-AS for the DOA estimation is given in (22),
shown at the bottom of this page. Thus, with PARAFAC-AS
scheme, the computational complexity changes from linear
with Na to Nas, which reduces the computational complexity
substantially for large Na but small Nas. Moreover, this
computational complexity reduction is traded by the estimation
performance, which means that the AS may lead performance
loss. In fact, our simulation results show that the performance
improvement caused by increasing the number of antennas
has an upper bound, which brings valuable insights into the
performance of AS. Thus, there is a best trade-off with a
Nas in massive MIMO systems, where we almost achieve the
best performance with an alleviative computational complexity
shown in the simulation results detailed.

2) PARAFAC-LS Scheme: The channel correlation across
different times refer to Section II is also facilitative to
complexity reduction. In particular, the fading coefficients of
different blocks are independent, while the DOAs and delays
remain unchanged for Nb adjacent blocks, which enables that
different parameters can be estimated by different frequency.

We propose to reduce the frequency of the DOA and delay
estimation, which can be carried out once and then be used
subsequently for Nb blocks. Then, the computational complex-
ity can be further reduced in this way. Specifically, two steps
are included. First, we estimate the parameter matrices A1,
B1, and C1 using the proposed PARAFAC scheme, which
has been detailed described in Section III. Then, we use
the estimates Â1 and Ĉ1 to estimate the fading coefficients

matrix Bn in the next Nb−1 blocks by the LS method given by

B̂n = argmin
B

‖ Ỹn −
[
Â1 � SĈ1

]
BT ‖2

F, (23)

where Ỹn denotes the received signals in the next Nb − 1
blocks and they has the same form with Ỹ. Then, the multipath
fading coefficient matrix could be obtained by

B̂n =
[(

Â1 � SĈ1

)†
Ỹn

]T
. (24)

It is denoted by the joint PARAFAC and LS (PARAFA-LS)
scheme. Compared with the PARAFAC, the PARAFAC-LS
makes the parameter estimation more computationally efficient
in multiple blocks. For example, the computational complexity
of the proposed PARAFAC-LS for the DOA estimation of
every block, OPARAFAC-LS, is given in (25), shown at the bottom
of this page, in the case of using the PARAFAC in block 1 and
using the LS in the next Nb − 1 blocks.

Note that we can use PARAFAC-AS to estimate the para-
meters in block 1 and use PARAFAC-LS to estimate the
parameters in next Nb−1 blocks. The joint PARAFAC-AS and
PARAFAC-LS could largely reduce computational complexity.

V. SIMULATION RESULTS

In this section, we illustrate the performance and the com-
plexity of the proposed schemes through simulations. Here,
the signal-to-noise ratio (SNR) is defined as

SNR = 10 log10

g2
1

σ2
. (26)

The root mean square error (RMSE) of fading coefficients,
DOAs, and delays are defined as 1

NbNp

∑Nb

nb=1∑Np

np=1 |b̂1,nb,np − b1,nb,np |, 1
Np

∑Np

np=1 |θ̂1,np − θ1,np |, and
1

Np

∑Np

np=1 |τ̂1,np − τ1,np |, respectively. In the simulations,
the pathloss between users in cell nc and the target BS is
defined as gnc = 1

1+lγnc
, where γ = 3.8, and lnc is the

distance between the user in cell nc and target BS. Moreover,
we normalize the cell radius such that l1 < 1 for the
target-cell users and lnc = 1 + U, nc ≥ 2 for the adjacent-cell
users, where U ∈ (0, 1) is random. Additionally, both the
pilots and the initialization of the ALS algorithm for each run
are random, and we assume a symbol period of T = 1. The
DOA θnc,np ∈ [−10◦, 20◦]3 and delay τnc,np ∈ [0, 3T ] are

3To show the DOA estimation accuracy in the case where users are in similar
directions, we set a limited range of the DOA values as an example in this
section. For interested readers, the simulation can be directly extended to the
general case of θnc,np ∈ [−180◦, 180◦].

CDOA
PARAFAC-AS = 8Nas(2NbNrN

2
c N2

p + NbNfNrNcNp + NbNrNcNp +
1
3
NbNf ) + 4NrN

3
c N3

p + 8NrN
2
c N2

p + 6NrNcNp

+
5
3
NcNpNf log2 Nf + 2Nf . (22)

CDOA
PARAFAC-LS = 8Na(2NrN

2
c N2

p + NfNrNcNp + NrNcNp) +
8
3
NaNf +

1
Nb

(4NrN
3
c N3

p + 8NrN
2
c N2

p + 6NrNcNp

+
5
3
NcNpNf log2 Nf + 2Nf). (25)
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random variables, and fading coefficient bnc,nb,np is complex
Gaussian random variable following distribution CN (0, g2

nc
).

The other adopted system parameters are provided in the
captions of the figures.

A. Properties of Proposed Schemes

We first provide some discussions to understand the prop-
erties of the proposed schemes. Specifically, our aim is to
show the convergence of the ALS algorithm and the trade-
off between computational complexity and estimation perfor-
mance in the PARAFAC-AS scheme. We investigate a simple
case of not having pilot contamination, i.e., Nc = 1.

The RMSE versus the number of iterations is shown
in Fig. 2. As can be observed, the objective value decreases
monotonically towards a steady-state value for several itera-
tions. This is due to the fact that the ALS converges to a fixed
point with sufficient iterations (cf. Proposition 2). On the other
hand, the steady-state value is very close to the noise power,
which means that the fixed point achieved by the ALS is
close to the global optimal objective value (cf. Proposition 3).
Thus, the ALS solution is close-to-optimal for (12). Moreover,
it also can be observed that the required number of iterations
increases as the number of antennas increases. Fortunately,
the increasing of the required number of iterations is small as
shown in Fig. 2.

To show the trade-off between computational complexity
and estimation performance in the PARAFAC-AS scheme,
in Fig. 3, we show the RMSEs for the three channel para-
meters versus Nas. As can be observed, all RMSEs decrease
monotonically with Nas. This is due to the fact that the
correlation of channels across different antennas guarantees
that the number of estimated parameters remains constant as
Nas increases, while for larger Nas more received signals
can be exploited for estimation. Moreover, it also can be
observed from Fig. 3 that the estimation performance saturates
at a constant value when the number of antennas is large,
indicating that the full benefits of massive MIMO systems
are exploited. These two features can be used to alleviate
the computational complexity and at the same time achieve
a high estimation accuracy by AS. It means that there is a
best trade-off, where we almost achieve the best performance
with an alleviative computational complexity, for example,
the Nas = 60 for the considered set of parameters.

B. Accuracy Performance

The existing approaches focus on only DOA or delay
estimation. Therefore, the efficient ESPRIT-based DOA and
delay estimation algorithm reported in [14] is considered as a
baseline scheme for comparison. Moreover, the average CRB
derived in Appendix C of all three channel parameters is then
used as a performance measure.

In Figs. 4, we show the RMSEs for the three chan-
nel parameters versus the SNR without pilot contamination.
As expected, for the PARAFAC-based scheme, all the estima-
tion errors decrease monotonically with increasing SNR. From
Fig. 4(a), we also observe that the estimation performance of
the PARAFAC-LS for fading coefficient estimation is close to

Fig. 3. RMSEs of the proposed PARAFAC-based scheme versus the number
of selected antennas, Na = 100, Np = 8, Nb = 15, Nf = 5, Ns = 5, and
SNR = 10 dB.

the PARAFAC-based scheme due to the fact that the DOAs and
delays remain unchanged for several blocks. Compared with
the PARAFAC-LS, the performance gain of the PARAFAC-
based scheme is provided by joint estimation of all three
parameters. Moreover, the estimation errors decrease as the
number of blocks increases. This is because the larger the
number of blocks, the more samples of the received signal are
available for estimation.

Additionally, for DOA and delay estimations in Fig. 4(b)
and Fig. 4(c),4 we observe that the proposed PARAFAC-
based scheme outperforms ESPRIT by a margin of more
than 5 dB for the considered set of parameters. This is
because that the joint estimation of all three parameters and the
close-to-optimal ALS algorithm enable the accurate estimates.
Moreover, the gap between the estimation errors of the pro-
posed scheme and those of ESPRIT increases with decreasing
SNR. These results suggest that the proposed scheme is more
efficient in reducing the noise and interference relative to
ESPRIT. More importantly, the RMSEs of the PARAFAC-
based scheme for the three channel parameters are close to
CRBs, which means that the proposed scheme stays close to
what is theoretically achievable performance-wise.

In Figs. 5, we show the RMSE versus the SNR in the
presence of pilot contamination. As can be observed, the esti-
mation accuracy of the proposed PARAFAC-based scheme
is close to the CRB in low SNR, and the proposed scheme
also suffers a performance loss in high SNR due to the pilot
contamination. However, the proposed estimates achieve much
better performance than the ESPRIT estimate in all the cases
illustrating a substantial improvement. This is because the
ESPRIT does not take the pilot contamination into consid-
eration. Moreover, increasing SNR generally can improve this
reduction due to that the stronger interference from adjacent
cells are also addressed in PARAFAC-based scheme.

4Note that the estimates of the DOAs and delays of the PARAFAC-LS
scheme in the next Nb − 1 blocks are the same with that of the PARAFAC
scheme in block 1. Thus, for clarity, the simulation results and the corre-
sponding analysis of the DOAs and delays with the PARAFAC-LS scheme
are not included in Fig. 4(b) and Fig. 4(c).
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Fig. 4. RMSEs of the proposed PARAFAC-based scheme, ESPRIT and CRB versus SNR, Na = 30, Np = 5, Nf = 5, and Ns = 5.

Fig. 5. RMSEs of the proposed PARAFAC-based scheme, ESPRIT and CRB versus SNR, Nc = 3, Na = 50, Np = 5, Nb = 15, Nf = 10, and Ns = 8.

C. Computational Complexity

In Fig. 6, we show the number of Mega FLOPs (MFLOPs)
of the proposed three schemes and ESPRIT in [14] for
DOA estimation versus Na. We get that the computational
complexity of the PARAFAC-based scheme is lower than
that of ESPRIT especially when the number of antennas is
larger than 60. This is due to the fact that, as shown in
Section III, the computational complexity of ESPRIT increases
cubically with Na, while the computational complexity of the
proposed scheme increases only linearly with Na. Since Na is
considerably larger than the numbers of the other parameters
in massive MIMO systems, the proposed PARAFAC-based
scheme has a significantly lower computational complexity
compared to ESPRIT. As expected, the PARAFAC-AS and
PARAFAC-LS schemes have much lower computational com-
plexity than the PARAFAC-based scheme. For example,
the complexity of PARAFAC-AS scheme decreases by 50%
compared to the PARAFAC scheme, and more than 50% of
the complexity of PARAFAC scheme can be saved by the
PARAFAC-LS scheme when Na = 70 and Nas = 30. More
importantly, the complexity of the RAPAFAC-LS scheme is
much lower than that of the ESPRIT for all the considered set
of parameters.

VI. CONCLUSIONS

In this paper, we developed a PARAFAC-based scheme for
joint estimation of the fading coefficients, DOAs, and delays

Fig. 6. MFLOPs of the proposed PARAFAC-based scheme and ESPRIT
versus the number of antennas, Nc = 3, Nu = 1, Nt = 20, Nb = 5,
Ns = 10, Np = 5, and Nf = 5.

of a massive MIMO channel. Specifically, we derived three
equivalent representations of the channel based on PARAFAC
model. We further proved the identifiability of three rele-
vant channel parameters in the PARAFAC model. Thereby,
we formulated the joint estimation of these parameters as
an optimization problem with three coupled variables, and
achieved its optimal and unique solution through an ALS
algorithm. Moreover, we analyzed the computational complex-
ity of the proposed scheme in terms of the required number
of FLOPs, and subsequently two schemes were developed
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to further reduce the computational complexity. Simulation
results revealed that our schemes shows a significant improve-
ment in estimation performance compared to the conventional
ESPRIT and stays close to what is theoretically achievable
performance-wise. In addition, the computational complexity
of the three proposed schemes were shown to be significantly
smaller than that of the ESPRIT, especially when the number
of antennas is large.

APPENDIX

A. Proof of Proposition 1

To prove this proposition, we first give the definition of
Kruskal rank.

Definition 1 (Kruskal Rank): If a matrix A contains every
set of kA linearly independent columns but does not contain
every set of kA + 1 linearly independent columns, then the
Kruskal rank (or k-rank) of matrix A is kA.

According to Definition 1, if a matrix is full-rank, it is also
full k-rank. In the considered system, matrices A, B, and C
are full-rank as both matrices A and C in (9) are Vandermonde
matrices, and the elements of B are random variables. Thus,
these three matrices are also all full k-rank. As a result, the
k-ranks of A, B, and C are kA = min(Na, NcNp), kB =
min(Nb, NcNp), and kC = min(Nf , NcNp), respectively.

In a PARAFAC model, Unb
= AGnb

(B)CT, nb =
1, 2, · · ·, Nb, if

kA + kB + kC ≥ 2(NcNp + 1), (27)

is satisfied, matrices A, B, and C are unique up to permutation
and scaling of columns [32]. Note that we focus on the
physical finite scattering channel model. On the one hand,
in a poor scattering propagation environment (i.e., non-line-
of-sight and low angle spread), the number of paths is largely
limited, since some of the radiation branches are too weak
to support a diversity branch [33]. On the other hand, when
the number of paths is large, the scatterers appear in groups
(called clusters) with similar delays and AoAs, limiting the
effective number of active paths [34]. As a result, NcNp is
usually small relative to Na and Nb.5 Besides, NcNp and Nf

are usually larger than or equal to 2. Thus, we have

kA + kB + kC

= min(Na, NcNp) + min(Nb, NcNp) + min(Nf , NcNp)
= 2NcNp + min(Nf , NcNp) ≥ 2NcNp + 2. (28)

Hence, in the considered massive MIMO systems, matrices A,
B, and C are unique up to permutation and scaling of columns.
Based on this, any matrices Ā, B̄, and C̄ satisfying the
PARAFAC model in (9) can be expressed as

Ā = AΠΔ̄1, B̄ = BΠΔ̄2, C̄ = CΠΔ̄3. (29)

Therein, Π ∈ CNcNp×NcNp is a permutation matrix denoting
the permutation uncertainty, and Δ̄1, Δ̄2, and Δ̄3 are diagonal

5In the case of a small Nb, the uniqueness can be guaranteed by increasing
the number of the channel taps so that Nf = NcNp and the condition changes
to Nb ≥ 2.

matrices denoting the scaling uncertainty, which satisfies the
condition that

Δ̄1Δ̄2Δ̄3 = I. (30)

In the considered system, the scaling uncertainty can be
eliminated thanks to the Vandermonde structure of A and C.
In other words, the first rows of both A and C have unity
entries. Then, the diagonal matrices, Δ̄1, Δ̄2, and Δ̄3 are
given by

Δ̄1 = G1(ā1), Δ̄3 = G1(c̄2), Δ̄2 = (Δ̄3Δ̄1)†, (31)

where ā1 and c̄1 are the first rows of matrices Ā and C̄,
respectively. As a consequence, the channel matrix decompo-
sition in (9) is unique up to a permutation of the columns of
matrices A, B, and C. This completes the proof.

B. Proof of Proposition 2

We first prove that the objective value sequence,
[χ(1), χ(2), · · ·, χ(Nr)], is decreasing. Therein, χ(nr) is the
objective function of the ALS after iteration nr given by

χ(nr) =‖ H̃−
[
B̂(nr) � Â(nr)

]
ĈT(nr) ‖2

F . (32)

Note that χ(nr) is also the objective function of (12), and it is
non-negative and continuous. In (13a), we obtain the Ĉ(nr)
in an LS sense, thereby we have

‖ H̃−
[
B̂(nr − 1) � Â(nr − 1)

]
Ĉ(nr)T ‖2

F

≤‖ H̃−
[
B̂(nr − 1) � Â(nr − 1)

]
Ĉ(nr − 1)T ‖2

F . (33)

Thus, after the first step of the iteration nr in (13a), the
objective value is decreasing. Similarly, after the other two
steps of iteration nr in (13b) and (13c), we have

‖ H̃−
[
B̂(nr) � Â(nr − 1)

]
Ĉ(nr)T ‖2

F

≤ ‖ H̃−
[
B̂(nr − 1) � Â(nr − 1)

]
Ĉ(nr)T ‖2

F, (34)

‖ H̃−
[
B̂(nr) � Â(nr)

]
Ĉ(nr)T ‖2

F

≤ ‖ H̃−
[
B̂(nr) � Â(nr − 1)

]
Ĉ(nr)T ‖2

F . (35)

Thus, the relationship between χ(nr − 1) and χ(nr) is

χ(nr) = ‖ H̃−
[
B̂(nr) � Â(nr)

]
Ĉ(nr)T ‖2

F

≤ ‖ H̃−
[
B̂(nr) � Â(nr − 1)

]
Ĉ(nr)T ‖2

F

≤ ‖ H̃−
[
B̂(nr − 1) � Â(nr − 1)

]
Ĉ(nr)T ‖2

F

≤ ‖ H̃−
[
B̂(nr − 1) � Â(nr − 1)

]
Ĉ(nr − 1)T ‖2

F

= χ(nr − 1). (36)

Moreover, based on the ALS, the iteration in (36) will stop
once the next iteration cannot reduce the objective value
compared to the current iteration, i.e., χ(Nr) = χ(Nr + 1) in
the proposed scheme. Hence, we get that the objective value
sequence, [χ(1), χ(2), · · ·, χ(Nr)], is decreasing.

Then, we give the definition of a fixed point.
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Definition 2 (Fixed Point): Let γ : V → V be a mapping
from a point in space V to a point also in space V . There
is an iterative algorithm, vk = γ(vk−1), and point v0 in V is
given. A point v∗ is a fixed point of γ if v∗ = γ(v∗).

We consider the ALS algorithm as a mapping, and its objec-
tive value sequence, [χ(1), χ(2), · · ·, χ(Nr)], is decreasing and
non-negative. From the monotone convergence theorem [35],
every bounded monotone sequence is convergent. Therefore,
we can draw the conclusion that the objective value of the
ALS algorithm converges to a fixed point χ(Nr).

C. CRB for Multipath Channel Model in Massive
MIMO Systems

Consider the three equivalent forms of channel estimate
shown in (9), (10) and (11). Therein, it assumes that the
noise W1 follows complex Gaussian distribution CN (0, σ2).
Thus, the probability density function (PDF) of the noise is

f(w(nanb, nf ), σ2)=
1

σ
√

π
exp

{
− 1

σ2
w(nanb, nf )2

}
, (37)

where w1(nanb, nf) is the element of W1. Then, we write
the likelihood function of channel estimate in three equivalent
ways

L(W1)

=
1

(πσ2)NaNbNf
exp

⎧
⎨

⎩
1
σ2

Nf∑

nf=1

||h̃nf
−(B� A)cT

nf
||22

⎫
⎬

⎭

=
1

(πσ2)NaNbNf
exp

{
1
σ2

Nb∑

nb=1

||ỹnb
−(A� C)bT

nb
||22
}

=
1

(πσ2)NaNbNf
exp

{
1
σ2

Na∑

na=1

||z̃na −(C� B)aT
na
||22
}
,(38)

where h̃nf
, ỹnb

, and z̃na represent the row nf of H̃, row nb

of Ỹ, row na of Z̃, respectively. Additionally, ana , bnb
, and

cnf
represent the row na of A, row nb of B, row nf of C,

respectively. Thereby, the log-likelihood functions of channel
estimate are given by

In L(W1)

= −NaNbNf ln(πσ2) − 1
σ2

Nf∑

nf=1

||h̃nf
− (B� A)cT

nf
||22

−NaNbNf ln(πσ2) − 1
σ2

Nb∑

nb=1

||ỹnb
− (A � C)bT

nb
||22

−NaNbNf ln(πσ2) − 1
σ2

Na∑

na=1

||z̃na − (C � B)aT
na
||22. (39)

Note that A is Vandermonde matrix. Thus, the number of
unknown complex parameters of A is NcNp instead of
NaNcNp. Similarly, the number of unknown complex para-
meters of Vandermonde matrix C is also NcNp. While the
number of unknown complex parameters of B is NfNcNp.
As a result, the total number of unknown complex parameters
is 2NcNp + NfNcNp. We define a vector [a2,b1, · · ·,bNb

],

where the complex parameters to be estimated are included.
To simplify the CRB derivation, it is useful to introduce the
equivalent complex parameter vector ε is

ε = [a2,b1, · · ·,bNb
, c∗2, a

∗
2, · · ·, c∗2]. (40)

Hence, we have In L(W1) = In L(ε). Thereby, the complex
fisher information matrix (FIM) Ω(ε) is given by

Ω(ε) = E

{(
∂η(ε)
∂ε

)H(
∂η(ε)
∂ε

)}
. (41)

Taking partial derivative of In L(ε) with respect to the
unknown parameters,

∂InL(ε)
∂a2,p

=
Na∑

na=1

na − 1
σ2

ana−2
2,p

(
z̃na − (C� B)aT

na

)H

× (C� B)ep,

∂InL(ε)
∂bnb,p

=
1
σ2

(
ỹnb

− (A � C)bT
nb

)H
(A � C)ep,

∂InL(ε)
c2,p

=
Nf∑

nf=1

nf − 1
σ2

c
nf−2
2,p

(
h̃nf

− (B � A)cT
nf

)H

× (B� A)ep,

∂In L(ε)
∂a∗

2,p

=
(

∂η(ε)
∂a2,p

)∗
,

∂In L(ε)

∂d̃∗2,p

=

(
∂η(ε)

∂d̃2,p

)∗
,

∂In L(ε)
∂b∗nb,p

=
(

∂η(ε)
∂bnb,p

)∗
, (42)

where p = (nc − 1)Np + np, ep is the pth unit coordinate
vector, and Φ1 = B � A, Φ2 = A � C and Φ3 = C � B.
Then, we can obtain second derivatives by (43), shown at the
top of this page, where matrix E(na, nb; Nf) is given by

E(na, nb; Nf ) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 · · · 0 · · · 0 · · · 0 · · · 0
...

...
...

...
...

0 · · · 1 · · · 0 · · · 0 · · · 0
0 · · · 0 · · · 1 · · · 0 · · · 0
...

...
...

...
...

0 · · · 0 · · · 0 · · · 1 · · · 0
...

...
...

...
...

0 · · · 0 · · · 0 · · · 0 · · · 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

E(na, nf ; Nb) and E(nf , nb; Na) can be obtained similarly.
After that, according to (42), the FIM Ω(ε) in (41) could

be rewritten as

Ω(ε) = E

{(
∂η(ε)
∂ε

)H(
∂η(ε)
∂ε

)}
=
[
Ψ 0
0 Ψ∗

]
, (44)

where Ψ is of size (Nb + 2)NcNp × (Nb + 2)NcNp, and

Ψ =

⎡

⎣
Ψaa Ψab Ψac

ΨabT Ψbb Ψbc

ΨacT ΨbcT Ψcc

⎤

⎦, (45)
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E

{
∂InL(ε)
∂a∗

2,p1

∂InL(ε)
∂a2,p2

}
=

Na∑

na1=1

Na∑

na2=1

(na1 − 1)(na2 − 1)
σ2

(
a

na1−2
2,p1

)∗
a

na2−2
2,p2

eH
p1

(C � B)H(C � B)ep2δ(na1 , na2),

E

{
∂InL(ε)
∂b∗nb1 ,p1

∂InL(ε)
∂bnb2 ,p2

}
=

1
σ2

eH
p1

(A � C)H(A� C)ep2δ(nb1 , nb2),

E

{
∂InL(ε)
∂c∗2,p1

∂InL(ε)
∂c2,p2

}
=

Nf∑

nf1=1

Nf∑

nf2=1

(nf1 − 1)(nf2 − 1)
σ2

(
c
nf1−2
2,p1

)∗
c
nf2−2
2,p2

eH
p1

(B � A)H(B � A)ep2δ(nf1 , nf2),

E

{
∂InL(ε)
∂a∗

2,p1

∂InL(ε)
∂bnb,p2

}
=

Na∑

na=1

na − 1
σ2

am−2
2,p1

eH
p1

(C� B)HE(na, nb; Nf)(A � C)ep2 ,

E

{
∂InL(ε)
∂a∗

2,p1

∂InL(ε)
c2,p2

}
=

Na∑

na=1

Nf∑

nf =1

(na − 1)(nf − 1)
σ2

ana−2
2,p1

c
nf−2
2,p2

eH
p1

(C � B)HE(na, nf ; Nb)(B � A)ep2 ,

E

{
∂InL(ε)

c∗2,p1

∂InL(ε)
∂bnb,p2

}
=

Nf∑

nf =1

nf − 1
σ2

(
c
nf−2
2,p1

)∗
eH

p1
(B � A)HE(nf , nb; Na)(A � C)ep2 , (43)

where Ψaa represents the second derivative of a and similarly
for others. Finally, we could obtain the FIM Ω(ε) by (45).

The CRB is given by the inverse of the Ψ, which is
⎡

⎣
CRBaa CRBab CRBac

CRBab CRBbb CRBbc

CRBac CRBbc CRBcc

⎤

⎦ = Ψ†. (46)

Then, the CRB of fading coefficients, DOAs, and delays are
the mean of CRBaa, CRBbb, and CRBcc, respectively.
Thereby, the CRB of the three channel parameters in the target-
cell can be obtained from CRBaa, CRBbb, and CRBcc.
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