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Abstract—In this paper, we study the trajectory and resource allocation design for downlink energy-efficient secure unmanned aerial vehicle (UAV) communication systems, where an information UAV assisted by a multi-antenna jammer UAV serves multiple ground users in the existence of multiple ground eavesdroppers. The resource allocation strategy and the trajectory of the information UAV, and the jamming policy of the jammer UAV are jointly optimized for maximizing the system energy efficiency. The joint design is formulated as a non-convex optimization problem taking into account the quality of service (QoS) requirement, the security constraint, and the imperfect channel state information (CSI) of the eavesdroppers. The formulated problem is generally intractable. As a compromise approach, the problem is divided into two subproblems which facilitates the design of a low-complexity suboptimal algorithm based on alternating optimization approach. Simulation results illustrate that the proposed algorithm converges within a small number of iterations and demonstrate some interesting insights: (1) the introduction of a jammer UAV facilitates a highly flexible trajectory design of the information UAV which is critical to improving the system energy efficiency; (2) by exploiting the spatial degrees of freedom brought by the multi-antenna jammer UAV, our proposed design can focus the artificial noise on eavesdroppers offering a strong security mean to the system.

I. INTRODUCTION

RECENTLY, there are rapid growth of expectations on future wireless networks, e.g., ultra-high data rates, low latency, and massive connectivity, etc., which pose enormous challenges on the existing wireless communications and related facilities. Although existing technologies, e.g., multiple-input multiple-output (MIMO), offer a temporary solution to the problems [3]–[10], providing high-data-rate communications in emergencies and important scenarios, such as natural disasters and overloaded traffic demand, remains challenging. Fortunately, unmanned aerial vehicles (UAVs)-assisted communication systems serve as a viable solution [7]–[10], which relax the limitation of traditional wireless communications on the physical layer. In particular, by exploiting the high flexibility and mobility of UAVs, the performance of the communication systems can be improved by moving UAVs close to the desired users. Besides, in practice, UAVs offer a higher probability to establish a strong line-of-sight (LoS) wireless channels between UAVs and ground terminals compared to conventional terrestrial communication systems. Therefore, in recent years, there are several exciting and practical applications of UAV proposed in academia, such as mobile base stations [11], [12], mobile relays [13], and mobile data collections [14], etc.

In practice, although UAV-based communications enjoy various advantages, some technical problems need to be solved to unlock the promised performance gains. Firstly, stringent power limitation is one of the bottlenecks for enabling efficient UAV communications. In fact, the energy storage of onboard battery of a UAV is usually small due to the size and weight restrictions of the UAV. Besides, the power consumptions of flight and communication depends on the UAV’s trajectory and velocity. As a result, energy-efficient UAV has drawn significant research interests in the literature. For example, the authors in [14] studied the energy efficiency maximization for wireless sensor networks via jointly optimizing the weak up schedule of sensor nodes and UAV’s trajectory. Yet, the flight power consumption of the system was not considered which contributes a significant portion of total system power consumption. Besides, the UAV trajectory design was developed to optimize the system energy efficiency in [15]. However, the joint investigation of variable speed and transmit power allocation strategy for communications was not conducted which plays an important role for the design of energy-efficient UAV systems. On the other hand, in order to support simultaneous energy-efficient multi-user communications, orthogonal frequency division multiple access (OFDMA) is an ideal candidate, as it has been commonly adopted in various conventional communication systems [16], [17], [18]. In particular, OFDMA provides a high flexibility in resource allocation for exploiting multi-user diversity to improve the system energy efficiency. In [19], OFDMA was adopted for UAV communication systems and a joint trajectory and resource allocation design was proposed to maximize the minimum data rate. However, an energy-efficient design for UAV-OFDMA system has not been reported in the literature, yet.
Secondly, since the LoS dominated channels between a UAV and ground nodes are susceptible to potential eavesdropping \cite{9, 20}, guaranteeing communication security is a challenging task for UAV communication systems. Thus, there is an emerging need for designing secure UAV-based communication. For instance, the authors in \cite{21} proposed a joint power allocation and trajectory design to maximize the secrecy rate in both uplink and downlink systems. In \cite{22}, secure energy efficiency maximization for UAV-based relaying systems was studied. However, both works only considered the case of single-user and the proposed designs in \cite{21, 22} are not applicable to the case of multiple users. Besides, the availability of the eavesdropper location was assumed in \cite{21}, which is generally over optimistic. Although \cite{23} studied the resource allocation design for secure UAV systems by taking into account the imperfect channel state information (CSI) of an eavesdropper, the energy efficiency of such systems is still an unknown. Besides, a robust trajectory and resource allocation design for energy-efficient secure UAV communication systems considering the uncertainty of eavesdropper’s location has not been investigated. Furthermore, although deploying a single UAV in the system was demonstrated to offer some advantages for wireless communications \cite{11, 24}, the performance of single UAV communication systems can be unsatisfactory due to the stringent requirement on secure communication. Thus, with the assistance of a jammer UAV, the authors in \cite{25, 26, 27} proposed a cooperative jamming scheme for secure UAV communications by jointly optimizing power allocation and trajectories. Yet, since the jammer UAV is only equipped with a single-antenna in these systems, the direction of artificial noise cannot be controlled properly which also causes strong interference to legitimate users due to the existence of strong LoS paths. Therefore, we propose to employ multiple antennas at the jammer UAV to focus the artificial noise to degrade the channel quality of eavesdroppers as well as to mitigate the interference upon legitimate users. However, designing a cooperative jamming policy with a multi-antenna jammer UAV is very challenging and remains to be explored.

In this paper, we study the joint trajectory, resource allocation, and jamming policy design for energy-efficient secure UAV-OFDMA communication systems. In particular, an information UAV provides energy-efficient secure communication for multiple legitimate users adopting OFDMA in the existence of multiple eavesdroppers, with the assistance of a multi-antenna jammer UAV patrolling with a fixed trajectory. The joint design is formulated as a non-convex optimization problem to maximize the system energy efficiency taking into account the maximum tolerable leakage signal-to-interference-plus-noise ratio (SINR) to eavesdroppers and the minimum individual user data rate requirement. Since the formulated problem is non-convex which is generally intractable, we propose an iterative algorithm to achieve a suboptimal solution of the formulated problem. To this end, we first divide the formulated problem into two sub-problems and solve them alternatively via alternating optimization. In each iteration, a suboptimal solution can be achieved by employing successive convex approximation (SCA) and the Dinkelbach’s method with fast convergence.

The remainder of this paper is organized as follows. In Section II, we introduce the proposed downlink UAV-enabled communication system model. The optimization problem formulation is provided in Section III. In Section IV, we propose an efficient iterative algorithm based on SCA and the Dinkelbach’s method to obtain a suboptimal solution of the formulated problem. Section V provides some numerical results to evaluate the performance of the proposed algorithm. Finally, the paper is concluded in Section VI.

\section{II. System Model}
\subsection{A. Notation}
\textbf{\(\mathbb{R}^{M \times N}\)} and \(\mathbb{C}^{M \times N}\) denote the the space of an \(M \times N\) matrix with real and complex values, respectively. \(\mathbb{R}^M\) is an \(M \times M\) complex hermitian matrix. \(\| \cdot \|\) denotes the vector norm and \(I_n\) represents an \(n \times n\) identity matrix. \(\{A\}_{r,c}\) denotes the element at the \(r\)-th row and \(c\)-th column of the matrix \(A\). For a square-matrix \(X\), \(X \succeq 0\) denotes that \(X\) is a positive semi-definite matrix and \(\text{Tr}(X)\) is the trace of the matrix. \(\mathbb{X}^\mathbb{H}\) and \(\text{Rank}(X)\) represent the conjugate transpose and the rank of matrix \(X\), respectively. \(X \otimes Y\) represents the Kronecker product of two matrices \(X\) and \(Y\). The distribution of a circularly symmetric complex Gaussian (CSCG) vector with mean vector \(x\) and covariance matrix \(\Sigma\) is denoted by \(CN(x, \Sigma)\), and \(\sim\) means “distributed as”. \(O(\cdot)\) denotes the big-O notation.

\subsection{B. Signal Model}
A UAV-based OFDMA\footnote{In this paper, we consider a more general problem formulation where user scheduling is performed in subcarrier-level. This study is applicable to the special case where resource allocation is performed in resource block levels.} communication system is considered which consists of a UAV serving as an information transmitter, \(K\) legitimate users, and another UAV serving as a jammer to combat \(E\) non-cooperative potential eavesdroppers, as shown in Figure 1. The information UAV, the legitimate users, and the potential eavesdroppers are single-antenna devices. On the other hand, we assume that the jammer UAV is equipped with \(N_J = N_Jx \times N_Jy\) antennas such that \(N_J > E\).
Besides, artificial noise is generated from the jammer UAV and is steered towards eavesdroppers for ensuring communication security. To facilitate the system design and simplicity, the jammer UAV patrols the service area with a fixed trajectory and a constant flight velocity. Note that although the jammer UAV cruises with a defined trajectory, it can generate focused artificial noise to interfere the eavesdroppers via exploiting the spatial degrees of freedom brought by the multiple antennas. We assume that the total bandwidth and the time duration of the system are divided equally into $N_T$ subcarriers and $N$ time slots, respectively. Besides, in the system, we assume that the information UAV and the jammer UAV operate at a constant altitude $H$ and all the ground nodes, i.e., legitimate users and eavesdroppers, are fixed during $N$ time slots. To facilitate secure communication, artificial noise is generated $z^i_t[n] \in \mathbb{C}^{N_x \times 1}$ on subcarrier $i \in \{1, \ldots, N_T\}$ at time slot $n \in \{1, \ldots, N\}$ by the jammer UAV. Note that the duration of each time slot $n$ is denoted by $\tau$. Furthermore, we assume that $z^i_t[n]$ can be modeled by a complex Gaussian random vector:

$$z^i_t[n] \sim \mathcal{CN}(0, Z^i_t[n]),$$

where $Z^i_t[n] \in \mathbb{H}^{N_x}$ with $Z^i_t[n] \succeq 0$ represents the covariance matrix of the artificial noise on subcarrier $i$ at time slot $n$. The artificial noise signal $z^i_t[n]$ is unknown to both the legitimate receivers and the potential eavesdroppers. We introduce a multi-antenna jammer UAV to assist the UAV-based communication system to guarantee secure communication. Although the additional artificial noise generated by the jammer UAV may cause interference to legitimate ground users, the artificial noise is optimized and mainly focused on the eavesdroppers. If the jamming does not improve the system performance, the proposed optimization framework will set $Z^i_t[n] = 0$ automatically to shut down the artificial noise transmission. In the considered system, the air-to-ground channel is dominated by LoS links with a reasonable flight height and all size [28], [29]. To simplify the design in the sequel, we assume that the channel is modeled by pure LoS links as commonly adopted in the literature, e.g., [14], [15], [21], [22]. As the UAV communication channel is dominated by the LoS links, the CSI between each node and each UAV can be determined by its location [21], [22], [23], [25], [26]. Besides, the desired ground node users perform handshaking with the system regularly such that accurate location information is available for resource allocation design. In contrast, since  

In this paper, we assume that the jammer UAV has a fixed trajectory and a constant flight velocity to simplify the design of resource allocation. Note that the proposed framework can achieve a superior performance compared to existing designs, e.g., [24], [25], as will be verified in the simulation section. Optimizing jammer UAV’s trajectory is an interesting but challenging work and will be considered in our future study.

We note that since the channel between the UAV and the ground terminals are LoS dominated [24], [25], [26], the UAVs would fly at the lowest allowable flight altitude to obtain a higher channel gain for maximizing the system energy efficiency. Thus, we consider a fixed UAVs’ flight altitude of $H = 100$ m.

Based on field measurements [23], [25], the air-to-ground links between the UAVs and the ground terminals are LoS channels in rural areas when the flight altitude of a UAV is 100 meters and the length of side of the service area is 500 meters. Besides, the adopted LoS model can facilitate the design of resource allocation and trajectory in the sequel.

We assume that all the antennas have roughly the same distance between the jammer UAV and user $k$. In fact, this assumption generally holds as antenna separation at the jammer is generally much shorter compared to the distance between the jammer UAV and ground users.

### Table I: Notations and physical meaning of variables in power consumption model.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Physical meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>Blade angular velocity in radians/second</td>
</tr>
<tr>
<td>$r$</td>
<td>Rotor radius in meter</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Air density in $kg/m^3$</td>
</tr>
<tr>
<td>$s$</td>
<td>Rotor solidity in $m^2$</td>
</tr>
<tr>
<td>$A_d$</td>
<td>Rotor disc area in $m^2$</td>
</tr>
<tr>
<td>$P_{in}$</td>
<td>Blade profile power in hovering status in watt</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>Mean rotor induced velocity in forward flight in $m/s$</td>
</tr>
<tr>
<td>$d_o$</td>
<td>Fuselage drag ratio</td>
</tr>
</tbody>
</table>

$z^i_t[n]$ represents the location of ground user $k$, $\hat{t}^i[n] = [x^i_t[n], y^i_t[n]]^T \in \mathbb{R}^{2 \times 1}$ and $t^i[n] = [x^i_t[n], y^i_t[n]]^T \in \mathbb{R}^{2 \times 1}$ represent the horizontal location of the information UAV and the jammer UAV at time slot $n$, respectively. Similarly, the distance between the information UAV and potential eavesdropper $e \in \{1, \ldots, E\}$ is given by

$$d^{IE}_e[n] = \sqrt{||\hat{t}^E_e + \Delta t^E_e - t^i[n]||^2 + H^2}$$

and the distance between the jammer UAV and eavesdropper $e$ at time slot $n$ is given by

$$d^{JE}_e[n] = \sqrt{||\hat{t}^E_e + \Delta t^E_e - t^i[n]||^2 + H^2},$$

where $\Delta t^E_e = [\Delta x^E_e, \Delta y^E_e]^T \in \mathbb{R}^{2 \times 1}$ denotes the estimation error of $\hat{t}^E_e$. Without loss of generality, we assume that the estimation error satisfies

$$||\Delta t^E_e||^2 \leq (Q^E_e)^2,$$

where $Q^E_e$ is the radius defining the circular uncertain region centered at the estimated location of eavesdropper $e$. In this paper, we adopt this worst case model instead of the probabilistic model [16] as the probabilistic model can be easily converted to the deterministic model under some mild conditions [30].

### C. UAV Power Consumption Model

To facilitate the design of energy-efficient resource allocation, the system power consumption is defined as follows. The flight power consumption for the rotary-wing UAV is a function of its flight velocity. In particular, the flight power...
consumption models of the information UAV and the jammer UAV are given by [31]:

\[
P_{\text{flight}}^I[n] = P_o \left( 1 + \frac{3\|v^I[n]\|^2}{\Omega^2 p^2} \right) + P_{\text{i}v_0} + \frac{1}{2}d_o \rho_s A_v \|v^I[n]\|^3 \quad \text{and}
\]

\[
P_{\text{flight}}^J[n] = P_o \left( 1 + \frac{3\|v^J[n]\|^2}{\Omega^2 p^2} \right) + P_{\text{i}v_0} + \frac{1}{2}d_o \rho_s A_v \|v^J[n]\|^3,
\]

respectively, where \(v^I[n] = [v^I_x[n], v^I_y[n]]^T \in \mathbb{R}^{2 \times 1}\) and \(v^J[n] = [v^J_x[n], v^J_y[n]]^T \in \mathbb{R}^{2 \times 1}\). The notations and the physical meanings of the variables in (7) and (8) are summarized in Table I. We can observe that the flight power consumption is a convex function with respect to (w.r.t.) the flight velocity for both the information UAV and the jammer UAV. In this work, we assume that the trajectory of the jammer UAV follows a fixed path with a fixed velocity [32]. In fact, \(v^I[n]\) is selected by the most energy-efficient flying velocity according to the setting in [31]. Since the jammer UAV is equipped with an antenna array, the beamformed artificial noise can combat the channels of eavesdroppers deliberately for providing secure communication to legitimate users. The total power consumption of the information UAV and the jammer UAV at time slot \(n\) in Joules-per-second (J/sec) includes the communication power and the flight power which can be modeled as

\[
P_{\text{total}}^I[n] = \sum_{k=1}^{K} \sum_{i=1}^{N_F} \alpha_k^I \|e^I_k[i]v^I[n]\|^2 + P_C^I + P_{\text{flight}}^I[n] \quad \text{and}
\]

\[
P_{\text{total}}^J[n] = \sum_{i=1}^{N_F} \text{Tr}(Z^I_2[n]) \zeta^J + P_C^J + P_{\text{flight}}^J[n],
\]

respectively. The constants \(\zeta^I, \zeta^J \geq 1\) denote the power inefficiency of the power amplifier at the information UAV and the jammer UAV, respectively. Variable \(p^I_k[i, n]\) denotes the information transmit power allocation for user \(k\) on subcarrier \(i\) at time slot \(n\). \(P_C^I\) and \(P_C^J\) denote the constant circuit power consumptions of the information UAV and the jammer UAV, respectively. The binary variable \(\alpha_k^I[i, n] = 1\) represents that subcarrier \(i\) is assigned to user \(k\) at time slot \(n\). Otherwise, \(\alpha_k^I[i, n] = 0\).

D. Downlink Channel Model

We assume that the channels from the UAVs to all ground receivers are dominated by the LoS paths and the Doppler effect is well compensated. Thus, the channel power gain between the information UAV and user \(k\) as well as eavesdropper \(e\) at time slot \(n\) can be characterized by the commonly adopted free-space path loss model, [11], [31], which are given by

\[
h_{k}^U[n] = \frac{\beta_0}{(d_k^U[n])^2} = \frac{\beta_0}{\|k - t^I[n]\|^2 + H^2}
\]

and

\[
h_{e}^E[n] = \frac{\beta_0}{(d_e^E[n])^2} = \frac{\beta_0}{\|e + \Delta t_e - t^I[n]\|^2 + H^2},
\]

respectively. The constant \(\beta_0\) represents the channel power gain at a reference distance. Besides, the channel vectors between the jammer UAV and user \(k\) as well as between eavesdropper \(e\) at time slot \(n\) are given by equations (13) and (14) at the top of next page, respectively. \(\lambda_e\) represents the wavelength of the carrier center frequency and \(\Delta t_e\) is the antenna separation at the jammer UAV. \(N_{3x}\) and \(N_{3y}\) represent the number of the rows and columns of the antenna array. As shown in Figure 2, \(\theta^I_{kJ}[n]\) and \(\theta^E_{kJ}[n]\) denote the vertical angle of departure (AoD) from the jammer antenna array to user \(k\) and eavesdropper \(e\), respectively. \(\varsigma^I_{kJ}[n]\) and \(\varsigma^E_{kJ}[n]\) denote the horizontal AoD from the jammer antenna array to user \(k\) and eavesdropper \(e\), respectively. We note that

\[
\sin \theta^I_{kJ}[n] = \frac{\sqrt{\|t^E_k - t^I[n]\|^2 + H^2}}{\|t^E_k - t^I[n]\|^2 + H^2},
\]

\[
\sin \varsigma^I_{kJ}[n] = \frac{\|t^E_k - t^I[n]\|^2}{\|t^E_k - t^I[n]\|^2 + H^2},
\]

\[
\cos \varsigma^I_{kJ}[n] = \frac{\|t^E_k - t^I[n]\|^2 + H^2}{\|t^E_k - t^I[n]\|^2 + H^2}.
\]

Specifically, the multi-antenna wireless channel between the jammer UAV and the potential eavesdroppers captures the location uncertainty in \(\cos \varsigma^E_{kJ}[n]\). For notational simplicity, we define

\[
\mathbf{H}^I_k[n] = h^I_k[n] \mathbf{H}^I_k[n] \mathbf{H}^H_k[n] \quad \text{and}
\]

\[
\mathbf{H}^E_k[n] = h^E_k[n] \mathbf{H}^E_k[n] \mathbf{H}^H_k[n] \quad \text{as well as}
\]

\[
\mathbf{H}^I_k[n] \succeq 0, \mathbf{H}^E_k[n] \succeq 0, \mathbf{H}^I_k[n] \in \mathbb{H}^{N_k}, \quad \text{and} \quad \mathbf{H}^E_k[n] \in \mathbb{H}^{N_k}.\]

Subsequently, the received interference power from the jammer UAV to users and eavesdroppers can be written as \(\text{Tr}(\mathbf{H}^I_k[n] \mathbf{Z}^I_2[n])\) and \(\text{Tr}(\mathbf{H}^E_k[n] \mathbf{Z}^I_2[n])\), respectively.

\[\text{Note that } h^I_k[n] \text{ and } h^E_k[n] \text{ are known when the jammer UAV has a fixed trajectory.}\]
III. RESOURCE ALLOCATION AND TRAJECTORY DESIGN

A. System Achievable Rate and Energy Efficiency

The achievable data rate for user $k$ on subcarrier $i$ at time slot $n$ is given by

$$R_{k,i}^{IU}[n] = W \alpha_{k,i}^{I}[n] \log_2 (1 + \Gamma_{k,i}^{IU}[n]),$$

(17)

where $\Gamma_{k,i}^{IU}[n]$ denotes the received signal-to-interference-plus-noise ratio (SINR) at user $k$ on subcarrier $i$ in time slot $n$ and it is given by

$$\Gamma_{k,i}^{IU}[n] = \frac{p_{k,i}^{I}[n] h_{k,i}^{IU}[n]}{N_0} + W \alpha_{k,i}^{I}[n] \log_2 (1 + \Gamma_{k,i}^{IU}[n]),$$

(18)

where $A_{k}^{I}[n] = \frac{d_0}{[k_i - z_{n}][\pi + \theta_{T}^{v}]}$ denotes the attenuation in the LoS path between the jammer UAV to user $k$ at time slot $n$. $W$ represents the subcarrier bandwidth and $N_0$ is the power spectral density of the additive white Gaussian noise (AWGN). On the other hand, the information data rate leakage to potential eavesdropper $e$ on subcarrier $i$ for user $k$ at time slot $n$ is given by

$$R_{k,e,i}^{E}[n] = W \alpha_{k,e,i}^{I}[n] \log_2 (1 + \Gamma_{k,e,i}^{E}[n]),$$

(19)

where $\Gamma_{k,e,i}^{E}[n]$ denotes the received SINR at eavesdropper $e$ on subcarrier $i$ in time slot $n$ and it is given by

$$\Gamma_{k,e,i}^{E}[n] = \frac{p_{k,e,i}^{I}[n] h_{k,e,i}^{E}[n]}{A_{k}^{E}[n] + W |\theta_{T}^{v}|^{2} + N_0},$$

(20)

where $A_{k}^{E}[n] = \frac{d_0}{[k_i - z_{n}][\pi + \theta_{T}^{v}]}$ denotes the attenuation in the LoS path between the jammer UAV and eavesdropper $e$ at time slot $n$. Clearly, the artificial noise generated by the jammer UAV interferes the channels of both legitimate user $k$ and eavesdropper $e$.

Thus, the system energy efficiency in bits-per-Joule (bits/J) is defined as

$$EE(A, \mathcal{P}, \mathcal{Z}, T, \mathcal{V}) = \sum_{n=1}^{N_T} \frac{\sum_{k=1}^{K} \sum_{i=1}^{N_F} R_{k,i}^{IU}[n]}{\sum_{n=1}^{N_T} P_{total}^{I}[n] + P_{total}^{J}[n]},$$

(21)

where $A = \{\alpha_{k,i}^{I}[n], \forall k, i, n\}$ is the user scheduling variable set, $\mathcal{P} = \{p_{k,i}^{I}[n], \forall k, i, n\}$ is the transmit power variable set, $\mathcal{Z} = \{z_{n}^{I}[n], \forall i, n\}$ is the covariance matrix set of the artificial}

In the considered system, although the flight power consumption is larger than the communication power, optimizing both the flight power and the communication power consumption are important to improve the system energy efficiency and to guarantee communication security.

noises, $T_{\mathcal{V}} = \{v_{n}^{I}[n], \forall i\}$ is the set of the information UAV’s trajectory variables, and $\mathcal{V}_{\mathcal{V}} = \{v_{n}^{I}[n], \forall n\}$ is the set of the information UAV’s flight velocity variables.

B. Optimization Problem Formulation

The energy-efficient design of user scheduling, transmit power allocation, UAVs’ trajectory, and UAV’s flight velocity is formulated as the following optimization problem:

$$\begin{align*}
\text{maximize} & \quad EE(A, \mathcal{P}, \mathcal{Z}, T, \mathcal{V}) \\
\text{s.t.} & \quad C1: \{\alpha_{k,i}^{I}[n] \in \{0, 1\}, \forall k, i, n, \\
& \quad C2: \sum_{k=1}^{K} \alpha_{k,i}^{I}[n] \leq 1, \forall i, n, \\
& \quad C3a: p_{k,i}^{I}[n] \geq 0, \forall k, i, n, \\
& \quad C3b: z_{n}^{I}[n] \geq 0, \forall i, n, \\
& \quad C4a: \sum_{k=1}^{K} \sum_{i=1}^{N_F} \alpha_{k,i}^{I}[n] p_{k,i}^{I}[n] \leq P_{peak}^{I}, \forall n, \\
& \quad C4b: \sum_{i=1}^{N_F} Tr(Z_{n}^{I}[n]) \leq P_{peak}^{J}, \forall n, \\
& \quad C5a: P_{total}^{I}[n] \leq P_{max}^{I}, \forall n, \\
& \quad C5b: P_{total}^{J}[n] \leq P_{max}^{J}, \forall n, \\
& \quad C6: \sum_{n=1}^{N_T} \sum_{i=1}^{N_F} R_{k,i}^{IU}[n] \geq R_{min}, \forall k, \\
& \quad C7a: \max_{\Delta t_{n}^{E} \leq Q_{\mathcal{F}}} \Gamma_{k,e,i}^{E}[n] \leq \Gamma_{th}, \forall k, e, i, n, \\
& \quad C8: t_{0}^{I} = t_{0}^{J}, \\
& \quad C9: t_{n}^{I}[N] = t_{n}^{J}, \\
& \quad C10: t_{n}^{I}[n+1] = t_{n}^{I}[n] + v_{n}^{I}[\tau, n, 1, ..., N, 1, n-1] \forall n, \\
& \quad C11: v_{n}^{I}[\tau] \leq t_{n}^{max} \forall n, \\
& \quad C12: v_{n}^{I}[n+1] \leq v_{n}^{I}[n] + v_{n}^{I}[\tau, n, 1, ..., 1, n-1, N, 1] \\
& \quad C13: t_{n}^{I}[n] - t_{n}^{I}[n] \geq d_{min}^{2} \forall n.
\end{align*}$$

Note that C1 and C2 are user scheduling constraints such that each subcarrier can be assigned to at most one user at each time slot to avoid multiple access interference. C3a and C3b are the non-negative transmit power constraints for information and jammer UAVs, respectively. $P_{peak}^{I}$ and $P_{peak}^{J}$ in C4a and

Note that the solution proposed in the paper can be easily extended to the case of 3D aviation.
computational complexity design of resource allocation and trajectory, we aim at designing an efficient suboptimal solution. In particular, we divide the problem (22) into two sub-problems and solve them iteratively utilizing the alternating optimization to achieve a suboptimal solution of the original problem (37). Specifically, as shown in Figure 3 sub-problem 1 optimizes the user scheduling, $A$, the information transmit power allocation, $P$, and the artificial noise, $Z$, for a given feasible information UA V’s trajectory, $T_V$, and its flight velocity, $V_Z$. Sub-problem 2 aims to optimize the information UA V’s trajectory, $T_V$, and its flight velocity, $V_Z$, under a given feasible user scheduling, $A$, transmit power allocation, $P$, and artificial noise, $Z$. The proof details on the convergence of the alternating optimization approach can be found in [37]. Now, we first study the solution of sub-problem 1.

A. Sub-problem 1: Optimizing User Scheduling, Communication Transmit Power Allocation, and Artificial Noise

For a given information UA V’s trajectory $T_V$ and its flight velocity $V_Z$, we can express sub-problem 1 as the following optimization problem:

$$
\begin{align*}
\text{maximize} & \quad \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{N_p} R_{U,k,i}^{n} \\
\text{s.t.} & \quad C1, C2, C3a - C5a, C5b - C5b, C6, C7,
\end{align*}
$$

where $R_{U,k,i}^{n}$ is a non-convex function w.r.t. the joint optimization of $\alpha_{k,i}^{U} [n], p_{k,i}^{U} [n]$, and $Z_{k,i}^{H} [n]$ since the division between $p_{k,i}^{U} [n]$ and $Z_{k,i}^{H} [n]$. Thus, we can rewrite it to a subraction function as

$$
R_{k,i}^{U} [n] = W \alpha_{k,i}^{U} [n] \log_2 (\text{Tr}(H_{k}^{H} [n] Z_{k}^{H} [n])) + W N_0 + p_{k,i}^{U} [n] h_{k,i}^{H} [n]) - W \alpha_{k,i}^{U} [n] \log_2 (W N_0 + \text{Tr}(H_{k}^{H} [n] Z_{k}^{H} [n])).
$$

The problem in (23) is non-convex and the non-convexity arises from the objective function and constraints C1, C4a, C5a, C6, and C7. In order to solve sub-problem 1 in (22), we first handle the coupling of $\alpha_{k,i}^{U} [n] p_{k,i}^{U} [n]$ and $\alpha_{k,i}^{U} [n] Z_{k}^{H} [n]$ by introduce two auxiliary variables $p_{k,i}^{U} [n] = \alpha_{k,i}^{U} [n] p_{k,i}^{U} [n], \forall k, i, n$, and $Z_{k,i}^{H} [n]$ by $\alpha_{k,i}^{U} [n] Z_{k,i}^{H} [n], \forall k, i, n$. Then, by applying the big-M reformulation [38], [39], [40], the couplings are resolved by introducing the following equivalent constraints:

$$
\begin{align*}
C14 : & \quad p_{k,i}^{U} [n] \leq p_{k,i}^{U} [n], \forall k, i, n, \\
C15 : & \quad p_{k,i}^{U} [n] \geq p_{k,i}^{U} [n] - (1 - \alpha_{k,i}^{U} [n]) P_{\text{peak}}, \forall k, i, n, \\
C16 : & \quad p_{k,i}^{U} [n] \geq 0, \forall k, i, n, \\
C17 : & \quad p_{k,i}^{U} [n] \leq \alpha_{k,i}^{U} [n] P_{\text{peak}}, \forall k, i, n, \\
C18 : & \quad Z_{k,i}^{H} [n] \geq Z_{k,i}^{H} [n] - (1 - \alpha_{k,i}^{U} [n]) P_{\text{peak}} I_{N_2}, \forall k, i, n, \\
C19 : & \quad Z_{k,i}^{H} [n] \geq 0, \forall k, i, n, \\
C20 : & \quad Z_{k,i}^{H} [n] \geq 0, \forall k, i, n, \\
C21 : & \quad Z_{k,i}^{H} [n] \leq \alpha_{k,i}^{U} [n] P_{\text{peak}}, \forall k, i, n.
\end{align*}
$$

Note that the flight velocity of a UAV can be expressed as a function of its trajectory for a given constant time slot duration $\tau$. Yet, expressing the flight power consumption as a function of trajectory would complicate the resource allocation design. Therefore, we introduce the flight velocity variable $V$ to simplify the problem formulation.

**IV. PROBLEM SOLUTION**

The formulated problem in (22) is non-convex. In general, a brute force approach may be required to obtain a globally optimal solution which is computationally intractable even for a moderate size of system. To facilitate a low
Then, we handle the binary user scheduling constraint C1 in optimization problem (23) by rewriting constraint C1 in its equivalent form as:

\[
\begin{align*}
C1a & : \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{N_P} a_{k,i}[n] - (a_{k,i}[n])^2 \leq 0, \\
C1b & : 0 \leq a_{k,i}[n] \leq 1, \forall k, i, n,
\end{align*}
\]

(26) (27)

where \(a_{k,i}[n]\) is a continuous variable with a value between zero and one. Specifically, the continuous version of \(a_{k,i}[n]\) serves as a time-sharing factor for user \(k\) in utilizing subcarrier \(i\) at time slot \(n\). However, constraint C1a is a reverse convex function [41, 42]. In order to handle this non-convexity [38], based on [41, 43, 44] and for \(\chi \gg 1\), the problem in (23) can be equivalently transformed as:

\[
\begin{align*}
\text{maximize} & \quad \sum_{n=1}^{N} (\tilde{P}_{\text{total}}[n] + P_{\text{total}}[n]) \\
\text{s.t.} & \quad C1b, C2, C3a, C3b - C5b, C7, C14 - C21,
\end{align*}
\]

(28)

where \(\tilde{P} = \{\tilde{p}_{k,i}[n], \forall k, i, n\}\), \(\tilde{Z} = \{\tilde{z}_{k,i}[n], \forall k, i, n\}\),

\[
\begin{align*}
\tilde{R}_{k,i}[n] &= D_{k,i}[n] - D_{k,i}^{H}[n], \\
D_{k,i}[n] &= W a_{k,i}[n] \log_2 \left( W N_0 + \frac{\text{Tr}(H_{k,i}^{U}[n]Z_{k,i}^{L}[n] + \tilde{p}_{k,i}[n]h_{k,i}^{U}[n])}{a_{k,i}[n]} \right), \forall k, i, n, \\
D_{k,i}^{H}[n] &= W a_{k,i}[n] \log_2 \left( \frac{\text{Tr}(H_{k,i}^{U}[n]Z_{k,i}^{L}[n])}{a_{k,i}[n]} \right) + W N_0, \forall k, i, n, \\
\tilde{P}_{\text{total}}[n] &= \sum_{k=1}^{K} \sum_{i=1}^{N_P} \tilde{p}_{k,i}[n] + P_{C} + P_{\text{light}}[n].
\end{align*}
\]

(29) (30) (31) (32)

The variable \(\chi \gg 1\) acts as a penalty factor for accounting the objective function for any \(a_{k,i}[n]\) that is not equal to 0 or 1. Note that the problem in (28) is still non-convex and the non-convexity arises from the objective function and constraint C6. Thus, we handle the data rate in the objective function and constraint C6 since it is the difference of convex (DC) functions. Based on the SCA and [32, 43], for given feasible points \((a_{k,i}[n])^{A1}\) and \((\tilde{z}_{k,i}[n])^{A1}\), a lower bound of the data rate can be obtained by its first-order Taylor expansion as

\[
\begin{align*}
\tilde{R}_{k,i}[n] &\geq (\tilde{R}_{k,i,ib}[n])^{A1} = D_{k,i}[n] - (D_{k,i,ib}[n])^{A1} \\
&= D_{k,i}[n] - \left[ (D_{k,i}^{H}[n])^{A1} + \nabla_{D_{k,i}} D_{k,i}^{H}[n] \right] \\
&\times (a_{k,i}[n] - (a_{k,i}[n])^{A1}) + \nabla_{(\tilde{z}_{k,i})_{r,c}} D_{k,i}^{H}[n] \\
&\times (\{\tilde{z}_{k,i}[n]\}_{r,c} - (\{\tilde{z}_{k,i}[n]\})^{A1}), \forall k, i, n,
\end{align*}
\]

(33)

where \(r \in \{1, \ldots, N_{Jx} N_{Jy}\}, e \in \{1, \ldots, N_{Jx} N_{Jy}\}, (D_{k,i}^{H}[n])^{A1}, \nabla_{D_{k,i}} D_{k,i}^{H}[n](a_{k,i}[n] - (a_{k,i}[n])^{A1})\), and \(\nabla_{(\tilde{z}_{k,i})_{r,c}} D_{k,i}^{H}[n] (\{\tilde{z}_{k,i}[n]\}_{r,c} - (\{\tilde{z}_{k,i}[n]\})^{A1})\) are given by equations (34), (35), and (36) at the top of next page, respectively. Similarly, we can obtain an upper bound of the penalty part as

\[
\begin{align*}
&\alpha_{k,i}[n] - (\alpha_{k,i}[n])^{2} \leq (A_{k,i,ub}[n])^{A1} \\
&= \alpha_{k,i}[n] - ((\alpha_{k,i}[n])^{A1})^{2} \\
&+ 2(\alpha_{k,i}[n])^{A1} (\alpha_{k,i}[n] - (\alpha_{k,i}[n])^{A1}).
\end{align*}
\]

(37)

Then, we handle constraint C7 in (28) by considering its subset:

\[
\begin{align*}
\text{maximize} & \quad \sum_{n=1}^{N} (\tilde{P}_{\text{total}}[n] + P_{\text{total}}[n]) \\
\text{s.t.} & \quad C1b, C2, C3a, C3b - C5b, C7, C14 - C21,
\end{align*}
\]

\[
\begin{align*}
&\quad \text{maximize} \quad \sum_{n=1}^{N} (\tilde{P}_{\text{total}}[n] + P_{\text{total}}[n]) \\
\text{s.t.} & \quad C1b, C2, C3a, C3b - C5b, C7, C14 - C21,
\end{align*}
\]

(38)

This safe approximation [45, 46] imposes a more stringent constraint on the leakage SINR and solving the corresponding problem provides a performance lower bound of the original problem.

After applying (33)-(38) to (28), a suboptimal solution of (28) can be obtained by solving

\[
\begin{align*}
\text{maximize} & \quad \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{N_P} (\tilde{R}_{k,i,ib}[n])^{jA1} - \chi (A_{k,i,ub}[n])^{jA1} \\
\text{s.t.} & \quad C1b, C2, C3a, C3b - C5b, C7, C14 - C21,
\end{align*}
\]

(39)

Then, for improving the quality of the obtained suboptimal solutions, we update the feasible solution, \((\alpha_{k,i}[n])^{jA1}\) and \((\tilde{z}_{k,i}[n])^{jA1}\), obtained by solving (39) in the SCA iteratively, cf. Main loop in Algorithm I.

Now, we discuss the methodology for solving sub-problem 1 in (39). In particular, we tackle the fractional form objective
\[
(D_{k;i}[n])^{A_1} = W(\alpha_{k,i}[n])^{A_1} \log_2 \left( \frac{\text{Tr}(H_{IU}[n](\tilde{Z}_{k,i}[n])^{A_1}) + W_N}{(\alpha_{k,i}[n])^{A_1}}, a, k, n, \right)
\]

\[
\nabla A D_k[n](\alpha_{k,i}[n] - (\alpha_{k,i}[n])^{A_1}) = W \log_2 \left( \frac{\text{Tr}(H_{IU}[n](\tilde{Z}_{k,i}[n])^{A_1}) + W_N}{(\alpha_{k,i}[n])^{A_1}}, a, k, n, \right)
\]

\[
\nabla (\tilde{Z})_{r,c} \nabla D_k[n]((\tilde{Z}_{k,i}[n])^{A_1}) = W \log_2 \left( \frac{\text{Tr}(H_{IU}[n](\tilde{Z}_{k,i}[n])^{A_1}) + W_N}{(\alpha_{k,i}[n])^{A_1}}, a, k, n, \right)
\]

Algorithm 1 Proposed Algorithm for Solving Sub-problem 1

1. Initialize the convergence tolerance \( \epsilon_1 \rightarrow 0 \), the maximum number of iterations for main loop \( J_{A_{1,m}} \) the initial iteration index \( j^{A_1} = 1 \), and the initial system energy efficiency \( q_1^{(A_1)} = 0 \).
2. repeat (Main Loop: SCA)
3. Set \( j^{A_1} = j^{A_1} + 1 \).
4. Using Algorithm 2 to obtain \( (A^{(j^{A_1})}, \tilde{P}^{(j^{A_1})}, \tilde{Z}^{(j^{A_1})}) \) and \( q_1^{(j^{A_1})} \).
5. until \( j^{A_1} = J_{A_{1,m}} \) or \( q_1^{(j^{A_1})} - q_1^{(j^{A_1} + 1)} \) \( \leq \epsilon_1 \).
6. Return \( (A^*, \tilde{P}^*, \tilde{Z}^*) = (A^{(j^{A_1})}, \tilde{P}^{(j^{A_1})}, \tilde{Z}^{(j^{A_1})}) \) and \( q_1^* = q_1^{(j^{A_1})} \).

where \( A^*, \tilde{P}^*, \tilde{Z}^* \), and \( \tilde{Z}^* \) are the optimal value sets of the optimization variables in (39). \( \mathcal{F} \) is the feasible solution set spanned by constraints C1b, C2, C3a, C4a, C5a, C3b – C5b, C6, C7, and C14 – C21. Now, by applying the fractional programming theory \( [16] \), the objective function of (39) can be equivalently transformed into a subtractive form. In particular, the optimal value of \( q_1^* \) in (39) can be achieved if and only if

\[
q_1^* = \frac{R(A^*, \tilde{P}^*, \tilde{Z}^*)}{P(\tilde{P}^*, \tilde{Z}^*)} = \max_{A, \tilde{P}, Z, Z \in \mathcal{F}} \frac{R(A, \tilde{P}, \tilde{Z})}{P(\tilde{P}, \tilde{Z})},
\]

where \( A^*, \tilde{P}^*, \tilde{Z}^* \), and \( \tilde{Z}^* \) are the optimal value sets of the optimization variables in (39). \( \mathcal{F} \) is the feasible solution set spanned by constraints C1b, C2, C3a, C4a, C5a, C3b – C5b, C6, C7, and C14 – C21. Now, by applying the fractional programming theory \( [16] \), the objective function of (39) can be equivalently transformed into a subtractive form. In particular, the optimal value of \( q_1^* \) in (39) can be achieved if and only if

\[
\max \frac{R(A, \tilde{P}, \tilde{Z})}{P(\tilde{P}, \tilde{Z})} - q_1^* P(\tilde{P}, \tilde{Z}) = 0,
\]

for \( R(A, \tilde{P}, \tilde{Z}) \geq 0 \) and \( P(\tilde{P}, \tilde{Z}) > 0 \).

Therefore, we can apply the iterative Dinkelbach’s method \( [47] \) to solve (39). In particular, for the \( j^{A_1} \)-th iteration for sub-problem 1 and a given intermediate value \( q_1^{(j^{A_1})} \), we need to solve a convex optimization as follows:

\[
\begin{align*}
\{A, \tilde{P}, \tilde{Z}, \tilde{Z}^*\} &= \max \frac{R(A, \tilde{P}, \tilde{Z})}{P(\tilde{P}, \tilde{Z})} - q_1^* P(\tilde{P}, \tilde{Z}) = 0, \\
\{A, \tilde{P}, \tilde{Z}, \tilde{Z}^*\} &= \max \frac{R(A, \tilde{P}, \tilde{Z})}{P(\tilde{P}, \tilde{Z})} - q_1^* P(\tilde{P}, \tilde{Z}) = 0,
\end{align*}
\]

Theorem 1. If the optimization problem in (42) is feasible, the rank of the optimal artificial noise matrix \( \text{Rank}(\tilde{Z}) \leq 1 \).

Proof: Please refer to the Appendix.

10Note that the convergence of the Dinkelbach’s method is guaranteed if the problem in (42) can be solved optimally in each iteration \( [47] \).
Algorithm 2 Dinkelbach’s Method

1: Initialize the convergence tolerance \( \epsilon_2 \to 0 \), the maximum number of iterations \( J_{in,\text{max}} \), the iteration index \( j_{in} = 1 \), and the initial system energy efficiency \( q_{in} = 0 \).
2: repeat [Inner Loop: Dinkelbach Method]
3: solve (42) for the given \( q_{in} \) to obtain
4: \( \{A_{in}^{2}, P_{in}^{2}, \tilde{P}_{in}^{2}, Z_{in}^{2}, \tilde{Z}_{in}^{2}\} \)
5: if \( R_{in}(A_{in}^{2}, P_{in}^{2}, \tilde{P}_{in}^{2}) \geq q_{in} \) then
6: Inner Loop Convergence = true
7: else
8: Set \( q_{in} = R_{in}(A_{in}^{2}, P_{in}^{2}, \tilde{P}_{in}^{2}) \) and \( j_{in} = j_{in} + 1 \)
9: Inner Loop Convergence = false
10: end if
11: until Inner Loop Convergence = true or \( j_{in} = J_{in,\text{max}} \)

B. Sub-problem 2: Optimizing Information UAV’s Trajectory and Flight Velocity

For a given user scheduling \( \mathcal{A} = \{\alpha_{k,i}^1[n], \forall k,i,n\} \), information transmit power allocation \( \mathcal{P} = \{p_{k,i}^1[n], \forall k,i,n\} \), and jammer UAV’s artificial noise \( \mathcal{Z} = \{Z_i^k[n], \forall i,n\} \), we can express sub-problem 2 as

\[
\begin{align*}
\text{maximize} \quad & \sum_{n=1}^{N} \sum_{i=1}^{K} \sum_{k=1}^{N_p} R_{k,i}^U[n] \\
\text{s.t.} \quad & C5a, C6, C7, C8 - C13.
\end{align*}
\] (43)

The problem in (43) is non-convex and the non-convexity arises from the objective function and constraints C6 and C7. To facilitate the solution design, we introduce two slack optimization variables \( u_k[n] \) and \( v_i[n] \) to transform the problem into its equivalent form as follows:

\[
\begin{align*}
\text{maximize} \quad & \sum_{n=1}^{N} \sum_{i=1}^{K} \sum_{k=1}^{N_p} R_{k,i}^U[n] \\
\text{s.t.} \quad & C5a, C8 - C13, \\
& C6 : \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{N_p} R_{k,i}^U[n] \geq R_{\text{min}}, \forall k, \\
& C7 : \min_{\|\Delta t^E\| \leq \Phi^E_0} \|\Delta t^E + \Delta t^E - t_i^U[n]\|^2 + H^2 \\
& \quad \geq \frac{\gamma_{k,e,i}^E[n]}{\Gamma_{th}}, \forall k, e, i, n, \\
& C22 : \|t_k^U - t_i^U[n]\|^2 + H^2 \leq u_k[n], \forall k, n, \\
& C23 : \|v_i[n]\|^2 \geq \|v_i^U[n]\|^2, \forall n, \\
& C24 : v_i[n] \geq 0, \forall n,
\end{align*}
\] (44)

where \( \mathcal{U}_k = \{u_k[n], \forall k, n\} \), \( \mathcal{Y}_I = \{v_i^U[n], \forall n\} \),

\[
\hat{R}_{k,i}^U[n] = W \alpha_{k,i}^1[n] \log_2 \left( 1 + \frac{\gamma_{k,i}^U[n]}{u_k[n]} \right), \\
\gamma_{k,i}^U[n] = \frac{p_{k,i}^1[n] \beta_0}{\text{Tr}(H_i^k[n] Z_i^k[n]) + W N_0},
\] (45)

\[
\hat{P}_{\text{flight}}[n] = P_0 \left( 1 + 3\|v_i^U[n]\|^2 - 10 \right), \\
\gamma_{k,e,i}^E[n] = \frac{p_{k,e,i}^2[n] \beta_0}{\text{Tr}(H_i^k[n] Z_i^E[n]) + W N_0}.
\] (46)

Note that \( \hat{R}_{k,i}^U[n] \) and \( \hat{P}_{\text{flight}}[n] \) are convex w.r.t. \( u_k[n] > 0 \) and \( v_i^U[n] > 0 \), respectively. It can be proved that the problems in (43) and (44) are equivalent as inequality constraints C22 and C23 are always satisfied with equality at the optimal solution of (44). Then, we handle the location uncertainty of eavesdropper e by rewriting constraint C7 as:

\[
\max_{\Delta t^E \leq \Phi^E_0} \|\Delta t^E + \Delta t^E - t_i^U[n]\|^2 - H^2 + \frac{\gamma_{k,e,i}^E[n]}{\Gamma_{th}} \leq 0. \] (50)

Note that the location uncertainty introduces an infinite number of constraints in C7. To circumvent this difficulty, we apply the S-Proceadure [23] and transform C7 into a finite number of linear matrix inequalities (LMIs) constraints. In particular, if there exists a variable \( \psi[n] \geq 0 \) such that

\[
\Phi(t_i^U[n], \psi[n]) \geq 0, \forall n, \] (51)

holds, where

\[
\Phi(t_i^U[n], \psi[n]) = \left[ (\psi[n] + 1) I_2 \right]_+ \left( t_i^U[n] - \hat{t}_c^E \right)^T \left( t_i^U[n] - \hat{t}_c^E \right) + \psi[n] (Q^E_0)^2 + c[n] \] (52)

and

\[
c[n] = \|t_i^U[n]\|^2 - 2 \|\hat{t}_c^E \|^2 + H^2 \] (53)

then the implication (51) \( \Rightarrow \) (50) holds.

Next, the non-convexity arises from the numerator of the objective function, constraints C6, C13, and C23 since \( \hat{R}_{k,i,\text{th}}[n], \|t_i^U[n] - t_i^U[n]\|^2, \) and \( \|v_i^U[n]\|^2 \) are convex functions and differentiable w.r.t. \( u_k[n], t_i^U[n], \) and \( v_i[n], \) respectively. Besides, \( c[n] \) in constraint (51) is a non-convex function w.r.t. \( t_i^U[n] \). In the following, we aim to establish a lower bound of the objective function and focus on a subset spanned by constraints C6, C13, and C23. By using the first-order Taylor expansion [15] and the SCA [21, 49], for a given feasible solution \( u_k^{(A^3)}[n], (t_i^U[n])^{A^3}, \) and \( (v_i[n])^{A^3} \), we have inequalities (54), (55), and (56) at the top of next page, respectively. Similarly, for a given feasible solution \( (t_i^U[n])^{A^3}, \) the following constraint

\[
C7 : \tilde{g}(A^3)[t_i^U[n], \psi[n]] \geq 0, \forall n, \] (57)
Algorithm 3 Proposed Algorithm for Solving Sub-problem 2

1. Initialize the convergence tolerance ε₃ → 0, the maximum number of iterations J₄₄ max, the initial iteration index j₄₄ = 1, and the initial system energy efficiency q₃(₄₄) = 0

2. repeat (Main Loop: SCA)
   
   3. Set j₄₄ = j₄₄ + 1

   4. Using Algorithm 2 with replacing the maximum number of iterations as J₄₄₃₃ max, the iteration index as j₄₄, the initial system energy efficiency as q₃(₄₄), variables as {T₄₃₃(₄₄), V₄₃₃(₄₄), U₄₃₃(₄₄), Υ₃₃(₄₄)}, the total achievable data rate as R₄₃₃(₄₄), and the total power consumption as P₄₃₃(₄₄), Υ₃₃(₄₄) to obtain {T₄₃₃(₄₄), V₄₃₃(₄₄), U₄₃₃(₄₄), Υ₃₃(₄₄)} and q₃(₄₄)

   5. until j₄₄ = J₄₄₃₃ max or \( \frac{q₃(₄₄)}{q₃(₄₄)} \leq ε₃ \)

6. Return \{T₄₃₃, V₄₃₃, U₄₃₃, Υ₃₃ \} = \{T₄₃₃(₄₄), V₄₃₃(₄₄), U₄₃₃(₄₄), Υ₃₃(₄₄) \}

   where \( q₃(₄₄) \) is given by equation (58) at the top of the next page and

\[
\bar{c}₃(₄₄)[n] = \|t₄₃₃[n]\|^2 + 2\|t₄₃₃[n]\|T(\\sum t₄₃₃[n][J₄₄])² - \|t₄₃₃[n]\|^2 - 2(\\sum t₄₃₃[n]T)²[n] + H² - \frac{\gamma₁N₄₃₃}{T_{th}} ≤ c[n],
\]

\[
\Rightarrow C₇.
\]

Besides, a subset of C13 and C23 is given by

\[
C₁₃ : \|t₄₃₃[n][J₄₄] - t₄₃₃[n]\|^2 \geq 2\|t₄₃₃[n][J₄₄]\|^T(\\sum t₄₃₃[n][J₄₄])² \times (t₄₃₃[n] - (t₄₃₃[n][J₄₄])²)
\]

\[
C₂₃ : \|v₄₃₃[n][J₄₄]\|^2 + 2\|v₄₃₃[n][J₄₄]\|^T(\\sum v₄₃₃[n][J₄₄])² \geq v₄₃₃[n]², \forall n.
\]

Now, we obtain a lower bound of the objective function via replacing the denominator and the numerator of the original objective function in \( J_{4₄₄} \) by its equivalent form in \( J_{4₄₄₃₃} \) and the lower bound of average total data rate in \( J_{4₄₄₃₃} \), respectively. Besides, we replace constraints C13 and C23 by C13 and C23, respectively. Therefore, we can obtain a suboptimal solution of \( J_{4₄₄₃₃} \) via solving the following optimization problem:

\[
\text{maximize}_{T₄₃₃, V₄₃₃, U₄₃₃, Υ₃₃, \Psi} \sum_{n=1}^{N} = \sum_{k=1}^{K} \sum_{i=1}^{Nₜ} \left( \sum_{n=1}^{N} \left( P_{₄₃₃₃₃₃ total}[n] + P_{₄₃₃₃₃₃₃ total}[n] \right) \right) \rightarrow J₄₄₃₃ \]

\[
\text{s.t.} \quad C₇, C₈ - C₁₂, C₁₃, C₂₂, C₂₃, C₂₄, C₅₅₈, C₆, C₂₅ : ψ₃[n] ≥ 0, \forall n,
\]

Algorithm 4 Overall Algorithm for Solving Problem \( J_{4₄₄₃₃} \)

1. Initialize the convergence tolerance ε₄ → 0, the maximum number of iterations J₄₄₄₄₄₄₃₃, the initial iteration index j₄₄₄₄₄₄₃₃ = 1, and the initial trajectory \( \{t₄₄₄₄₄₄₃₃, v₄₄₄₄₄₄₃₃, t₄₄₄₄₄₄₃₃, v₄₄₄₄₄₄₃₃ \} \)

2. repeat

3. Set j₄₄₄₄₄₄₃₃ = j₄₄₄₄₄₄₃₃ + 1

4. Using Algorithm 1 obtain the suboptimal result q₃, \( \{α₃₄₄₄₄₄₄₃₃[n], p₃₄₄₄₄₄₄₃₃[n], Z₃₄₄₄₄₄₄₃₃ \} \)

5. Using Algorithm 3 obtain the suboptimal result q₃, \( \{t₄₄₄₄₄₄₃₃, v₄₄₄₄₄₄₃₃ \} \)

6. until j₄₄₄₄₄₄₃₃ = J₄₄₄₄₄₄₃₃ or \( \frac{q₃₄₄₄₄₄₄₃₃}{q₃₄₄₄₄₄₄₃₃} \leq ε₄ \)

7. return \( \{t₄₄₄₄₄₄₃₃, v₄₄₄₄₄₄₃₃, t₄₄₄₄₄₄₃₃, v₄₄₄₄₄₄₃₃ \} = \{t₄₄₄₄₄₄₃₃, v₄₄₄₄₄₄₃₃, t₄₄₄₄₄₄₃₃, v₄₄₄₄₄₄₃₃ \} \)

where \( Ψ = \{ψ₃[n], ∀n \} \). Note that a solution satisfies the constraints in \( J₄₄₄₄₄₄₃₃ \) would satisfy the one in \( J₄₄₄₄₄₄₃₃ \). Now, similar to the approach for solving sub-problem 1, we apply the Dinkelbach’s method for a given \( \{t₄₄₄₄₄₄₃₃, v₄₄₄₄₄₄₃₃ \} \) and \( q₃ \), we solve the following convex optimization problem iteratively:

\[
\text{maximize}_{T₄₃₃, V₄₃₃, U₄₃₃, Υ₃₃, Ψ} \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{Nₜ} \left( \sum_{n=1}^{N} \left( P_{₄₃₃₃₃ total}[n] + P_{₄₃₃₃₃ total}[n] \right) \right) \rightarrow J₄₄₄₄₄₄₃₃ \]

\[
\text{s.t.} \quad C₅₅₆, C₆, C₇, C₈ - C₁₂, C₁₃, C₂₂, C₂₃, C₂₄, C₂₅,
\]

where \( \{T₄₃₃, V₄₃₃, U₄₃₃, Υ₃₃ \} \) is the optimal solution of \( J₄₄₄₄₄₄₃₃ \) for a given \( q₃ \). The problem optimization in \( J₄₄₄₄₄₄₃₃ \) is a convex formulation which can be easily solved by CVX \( J₄₄₄₄₄₄₃₃ \). The proposed algorithm for solving sub-problem 2 is summarized in Algorithm 3.

C. Overall Algorithm

The overall proposed iterative algorithms for solving the two sub-problems \( J₄₄₄₄₄₄₃₃ \) and \( J₄₄₄₄₄₄₃₃ \) are summarized in Algorithm 4. Since the feasible solution set of \( J₄₄₄₄₄₄₃₃ \) is compact and its objective value is non-decreasing over iterations via solving the sub-problem in \( J₄₄₄₄₄₄₃₃ \) and \( J₄₄₄₄₄₄₃₃ \), iteratively, the solution of the proposed algorithm is guaranteed to converge \( J₄₄₄₄₄₄₃₃ \). Since we handle the problem with SCA and S-Procedure, the obtained

11The problem in \( J₄₄₄₄₄₄₃₃ \) can be easily solved by dual decomposition or numerical convex program solvers.
\[ \Phi^{(jA^3)}(t^i[n], \psi[n]) = \begin{bmatrix} (\psi[n] + 1)I_2 & -\psi[n](Q^E)^2 + \psi[n]e^{(jA^3)[n]} \\
\end{bmatrix} \] (58)

## TABLE II

<table>
<thead>
<tr>
<th>Notation</th>
<th>Simulation Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>300 radians/second</td>
</tr>
<tr>
<td>( r )</td>
<td>0.4 meter</td>
</tr>
<tr>
<td>( \rho )</td>
<td>1.225 kg/m(^3)</td>
</tr>
<tr>
<td>( s )</td>
<td>0.05</td>
</tr>
<tr>
<td>( A_r )</td>
<td>0.503 m(^2)</td>
</tr>
<tr>
<td>( P_s )</td>
<td>79.86 W</td>
</tr>
<tr>
<td>( P_a )</td>
<td>88.63 W</td>
</tr>
<tr>
<td>( v_0 )</td>
<td>4.03 m/s</td>
</tr>
<tr>
<td>( \gamma_{\text{max}} )</td>
<td>30 m/s</td>
</tr>
<tr>
<td>( \gamma_{\text{ave}} )</td>
<td>4 m(^2)</td>
</tr>
<tr>
<td>( p^A_{\text{max}} )</td>
<td>65 dBm</td>
</tr>
<tr>
<td>( p^B_{\text{max}} )</td>
<td>65 dBm</td>
</tr>
<tr>
<td>( N_{I_{\text{X}}} )</td>
<td>5</td>
</tr>
<tr>
<td>( N_{I_{\text{Y}}} )</td>
<td>5</td>
</tr>
<tr>
<td>( t_0 )</td>
<td>([0, 0]) m</td>
</tr>
<tr>
<td>( t_{\text{f}} )</td>
<td>([500, 500]) m</td>
</tr>
<tr>
<td>( k_{\text{min}} )</td>
<td>([400, 100]) m</td>
</tr>
<tr>
<td>( k_{\text{f}} )</td>
<td>([250, 250]) m</td>
</tr>
<tr>
<td>( \rho_{\text{max}} )</td>
<td>30 dBm</td>
</tr>
<tr>
<td>( \rho_{\text{f}} )</td>
<td>30 dBm</td>
</tr>
<tr>
<td>( \phi_{\text{in, max}} )</td>
<td>10</td>
</tr>
</tbody>
</table>

### Straight location information UAV (SLI)

When the information UAV cruises with a straight locus trajectory from the initial point to the final point with a constant speed and the jammer UAV has the same setting as in the “PA”, since “SLI” is another subcase of the problem formulation for “PA”, the suboptimal solution can be obtained by optimizing resource allocation with fixing the information UAV’s trajectory. Since the initial information-UAV trajectory will affect the performance of the proposed suboptimal solution, we have tried different reasonable trajectories as an initial point, e.g., (1) Straight forward flight from the initial point to the destination (SFF); (2) A path passing through all users’ location once; (3) A path along the boundary of the service area, and found out that “SFF” provides the best performance. As a result, in the simulation section, we adopt “SFF” as the initial trajectory for the proposed algorithm.

### A. Convergence of the Proposed Algorithm and Baseline Schemes

Figure 4 illustrates the convergence behavior of the alternating optimization Algorithm 4 for the maximization of the system energy efficiency. We compare the system energy efficiency of our proposed scheme for three different mission time durations, \( T = 50 \) s, \( T = 25 \) s, and \( T = 13 \) s, which correspond to the number of time slot \( N \in \{500, 200, 130\} \), respectively. The jammer UAV orbits around the center of the eavesdroppers areas (CEA) \([32]\), as shown in Figure 6. It can be seen from Figure 4 that the system energy efficiency of the proposed scheme with different \( T \) converges to the corresponding suboptimal solutions within only 5 iterations which demonstrates the fast convergence of the proposed alternating optimization algorithm. Thus, in the following simulations, we set the maximum number of iterations as 5 to illustrate the performance of the proposed algorithm. For comparison, we also demonstrate the convergence behavior of four baseline schemes “NJ”, “SAJ”, “ACS”, and “SLI” while the mission time duration for baseline schemes is fixed as \( T = 50 \) s, their performance and corresponding trajectory will be discussed in the following.

### B. Impact of Number of Users

In order to show the impact of the number of users, \( K \), on the system performance, we vary the number of users from 1 to 9, and the location of these users in x-dimension and y-dimension are given by \( x_k^U \in [300; 200; 100; 300; 500; 900; 700; 300; 500; 100] \) and \( y_k^U \in [800; 700; 100; 300; 800; 900; 700; 200; 500; 300] \), respectively. The minimum data rate requirement for each user is set \( R_{\text{min}} = 1 \) Mbits/s in this simulation. Other setups remain the same as before. The corresponding system energy efficiency versus number of users is shown in Figure 5. We can observe that for all the mentioned schemes, the energy efficiency achieved with \( K = 2 \) is much higher than that with \( K = 1 \). In fact, when the number of users
\[ O\left(J_{\text{max}}^A \left((M_1N_1^3 + M_2N_2^2 + M_3N_1) \times J_{\text{max}}^A J_{\text{in, max}}^A \left(\sqrt{N_1 \log \left(\frac{1}{\Delta_1}\right)}\right)\right)\times\right. \\
\left.{} + M_2N_2^2 \times J_{\text{max}}^A J_{\text{in, max}}^A \left(\sqrt{N_2 \log \left(\frac{1}{\Delta_2}\right)}\right)\right)\),
\]

Sub-problem 1

\[ \text{Sub-problem 2} \]

\[ (65) \]

C. Impact of Jammer UAV’s Trajectory

Figure 6 shows the corresponding information UAV’s trajectories for different predetermined trajectories of the jammer UAV with \( T = 50 \text{ s} \). In this paper, we consider six commonly adopted trajectories of the jammer UAV, which have the same flight velocity at 10.4 m/s, with the following proposed scheme. (a) Center of the service area (CSA), in which the jammer UAV adopts a circular trajectory centered at the center of the service area \([250, 250]\) with a radius of 150 meters [37]; (b) Center of the eavesdroppers area (CEA), where the jammer UAV patrols also with a circular trajectory but centered at \([312.5, 187.5]\) (centroid of all estimated eavesdroppers’ locations) with a radius of 159 meters [32]; (c) Shutting flight between the eavesdroppers (SFE), where the jammer UAV flight is shuttled back and forth between the estimated locations of the two eavesdroppers during the given time frame; (d) Centered at \([400, 100]\) (CA1), (e) Centered at \([375, 175]\) (CA2), and (f) Centered at \([250, 250]\) (CA3), in which the jammer UAV has a circular trajectory with a radius of 10 meters centered at the eavesdropper 1’s estimated location \([400, 100]\), the middle of two eavesdroppers’ estimated locations \([375, 175]\), and the eavesdropper 2’s estimated location \([250, 250]\), respectively. Note that in these schemes, the jammer UAV is equipped with 25 antennas. We can observe in Figure 6 that by setting a reasonable trajectory of the jammer UAV, e.g., a path cruises among all eavesdroppers, a high system energy efficiency can be achieved compared to the case without jamming UAV. In fact, the optimized artificial noise would try to compensate the suboptimality caused by the fixed trajectory. More importantly, the existence of jamming UAV and optimized jamming relieves the security constraint which provides a higher flexibility to the information UAV for adopting an energy efficient short route for communication. As a result, the information UAV’s trajectories are almost the same (with short paths) for different jammer UAV’s trajectories. This observation will be verified again when we compare our proposed scheme with no jammer in the next section. Therefore, in the following simulations, we fix the jammer UAV’s trajectory as “CEA” for illustration.

D. Trajectories of Information UAV

Figure 7 demonstrates the trajectory of the information UAV for the “PA” with three different mission time durations, \( T = 13 \text{ s} \), \( T = 25 \text{ s} \), and \( T = 50 \text{ s} \), respectively. Note that the flight velocity of the information UAV in each time...
slot can be calculated from the distance between each two adjacent points along its trajectory. Besides, the corresponding communication transmit power and artificial noise transmit power versus time slots are illustrated in Figure 8 where the communication power for user 1, user 2, and the noise power are denoted as “PA-U1”, “PA-U2”, and “PA-Z”, respectively. Besides, a longer mission completion time enables a higher system energy efficiency for our proposed scheme. This is because the information UAV’s trajectory design becomes more flexible with increasing T. As a result, the mobility of the information UAV can be more efficiently exploited to improve the system energy efficiency. In the following, for different mission time durations T, we will discuss simulation results of the information UAV’s trajectory, communication power allocation, and noise power allocation.

It is observed that when the mission time duration is sufficiently large (e.g., T = 50 s), the information UAV would maintain a high velocity when it is far away from the users and only fly slowly whenever it is close to any desired user. This behavior aims to save more time slots for the information UAV to provide high data rate communication when it is close to the users. Besides, with T = 50 s, the information UAV would strike a balance between energy consumption and velocity. In particular, the information UAV hovers above user 2 with the optimized velocity for a long period of time to achieve a high throughput. In contrast, the information UAV does not hover above user 1 as user 1 is closer to one of the eavesdroppers than user 2 which has a higher potential in information leakage. Correspondingly, as shown in Figure 8 for T = 50 s, the communication power is allocated solely to user 1 at first half of total time slots, then the remaining time slots are allocated to user 2. Moreover, when the information UAV is faraway from all the users and eavesdroppers, e.g. at the beginning and ending time slots, the information UAV transmits the highest available communication power and the jammer transmits small power of artificial noise as the leakage SINR of each eavesdropper is relatively small. However, for those time slots having a high potential of information leakage, not only the jammer UAV transmits the highest artificial noise, but also the information UAV decreases its transmit power to reduce the potential information leakage. Specifically, by exploiting the spatial degrees of freedom brought by the multiple antennas, the jammer UAV creates a sharp artificial noise beam with full power and steers towards a direction with can impair both eavesdroppers efficiently. In contrast, when the mission time duration T is 25 s as shown in Figure 7, the information UAV first flies towards to user 1 with a relatively higher velocity then flies slowly to the destination. Note that the UAV would slow down but with a reasonable speed when it is close to user 2 instead of stationing since the flight power consumption of the rotary UAV is relatively high when its flight speed is sufficiently low. It can also be observed that the information UAV detours a bit towards user 2 for a more efficient communication. From Figure 8 for T = 25 s, the information UAV first communicates with user 1 until the 36-th time slot, where it just crosses outside the locus of the jammer UAV. Then, the maximum transmit power is allocated solely to user 2 to achieve the minimum data rate requirement. Additionally, when the total time duration is relatively short (e.g., T = 13 s), the information UAV flies with the highest speed from the initial point to the final point. Besides, due to the limited mission completed time, the information UAV flies slightly closer to user 1 at the beginning and later to user 2 for satisfying the individual user’s minimum data rate requirement.

---

(a) The information UAV’s trajectories of the proposed algorithm for CSA, CEA, and SFE.

Fig. 6. The information UAV’s trajectories of the proposed algorithm for different jammer UAV’s trajectories.
of security communication. Moreover, the information power allocation and the jamming policy have a similar pattern for the “PA” with different total time durations, c.f. Figure 3. These illustrate that the information UAV’s trajectory plays an extremely important role in achieving high system energy efficiency and secure communication.

Figure 9 illustrates the information UAV’s trajectories for different schemes, as “SLI”, “NJ”, “SAJ”, and “PA”. In this figure, we assume that the mission time duration \( T \) is 50 s for all the schemes. As it can be observed, for “SLI”, the information UAV flies at a constant speed and following a predefined straight trajectory from the initial point to the destination, which have the lowest energy efficiency in all the considered schemes, c.f. Figure 4 and Figure 11. The information UAV in “NJ” scheme first flies towards user 1. Meanwhile, the information UAV keeps decreasing its transmit power allocated to user 1 for reducing the potential of information leakage. After passing by user 1, the information UAV starts communicate with user 2 with a small transmit power which adopts an arc trajectory and fly towards user 2. The detouring trajectory of the information UAV aims to decrease the leakage SINR to eavesdropper 2. Note that the information UAV only communicates with user 2 with high transmit power when the UAV is far away from eavesdropper 2. In contrast, the information UAV in “SAJ” scheme flies a shorter distance than that of “NJ” due to the artificial noise generated by the jammer UAV which relays the security requirement on “SAJ”. Additionally, comparing all the baseline schemes, the trajectory of information UAV in the “PA” does not detour and fly around the uncertain area of the eavesdroppers. In other words, “PA” has a higher flexibility in design the trajectory of the information UAV. This is a clear evidence of the benefit in utilizing an antenna array at the jammer UAV as it can always focus the artificial noise on the threatened eavesdroppers for guaranteeing secure communication. E. Energy Efficiency Figure 10 shows the energy efficiency versus the number of antennas equipped at the jammer UAV. In this simulation, we consider the circuit power consumption for each antenna of the jammer UAV, with \( P_{c,j} = 0.1 \text{ Watt} \). It is obviously that the energy efficiency increases with the number of antennas equipped at the jammer UAV as the associated spatial degrees of freedom improve the flexibility in resource allocation. Besides, the energy efficiency become saturated when the jammer UAV’s antenna number is sufficiently large. This is due to the fact that the circuit power consumption of antennas become a dominate factor in the system performance outweighing the associated performance gain. In particular, the increase trend of the system energy efficiency presents the contribution of the multiple antennas equipped in the jammer UAV to the system.

Figure 11 shows the energy efficiency versus communication peak transmit power \( P_{\text{peak}}^{1} \) for the “PA”, “NJ”, “SAJ”, and “SLI” when the mission time duration \( T \) is 50 s. It can be observed that the energy efficiencies achieved by the “PA” and baseline schemes first increase with the communication peak transmit power budget. This is due to the fact that increasing the communication transmit power budget can achieve a higher achievable data rate. In particular, for low to moderate transmit power, the data rate gain due to a higher transmit power outweighs the cost of transmit power consumption leading to a rise in system energy efficiency. However, the energy efficiency gain due to a higher values of \( P_{\text{peak}}^{1} \) is diminishing and becomes saturated as the maximum system energy efficiency is achieved and the information UAV would clip the transmit power at the optimal value. Moreover, the security constraint becomes more stringent for a larger \( P_{\text{peak}}^{1} \) when the peak transmit power of artificial noise is fixed. As a result, to guarantee communication security, the information UAV may not always transmit with its full power in the high transmit power regime. Besides, it is observed that the system energy efficiency with perfect CSI is higher than that of “PA”. In fact, the CSI error arises from the uncertain area of eavesdroppers, which imposes a stringent information leakage constraints for the proposed scheme. Therefore, more system resources are required to achieve secure communication. As a result, the system performance degrades dramatically when there is an CSI error. However, our proposed scheme can achieve the best performance among all the considered baseline schemes in the case of imperfect CSI. Also, we can observe that the energy efficiency of “ZAI” is much lower than that of “PA” which presents the importance of variable UAV’s flight speed for system performance. In other words, varying the speed of UAV can help the system to exploit the system resources efficiently. Furthermore, we can observe that the increasing slope of “PA” is substantially higher than that of other baseline schemes. In fact, the proper design of the artificial noise strategy of the multi-antenna jammer UAV offers the flexibility in designing the trajectory of information UAV and thus facilitates the efficient exploitation of power in our proposed scheme.

Figure 12 depicts the energy efficiency of the considered system versus the radius of the uncertain area of potential eavesdropper 2 for the same schemes as in Figure 11. Note that we choose eavesdropper 2 instead of eavesdropper 1 in this figure. The reason is that the uncertainty of eavesdropper 2 affects the trajectory of information UAV more significantly since its estimated location is on the straight locus from the initial location to the final location. Although all schemes can guarantee communication security in all the considered cases, it can be observed that the energy efficiencies of both “PA” and baseline schemes decrease with the radius of uncertain areas. Indeed, a larger eavesdropper’s uncertain area imposes a more stringent security constraint on the system design, which reduces the flexibility in resource allocation leading to a lower system energy efficiency. Furthermore, even with exact location information of eavesdroppers, all the three baseline schemes can only achieves a much smaller system energy efficiency compared to “PA”, which again indicates the contribution of employing a multi-antenna jammer UAV and our proposed design.

VI. Conclusion

In this paper, we jointly designed the information UAV’s trajectory, the communication resource allocation strategy, and
the jamming policy to maximize the system energy efficiency of a secure UAV-OFDMA communication system. The joint design was formulated as a non-convex optimization problem taking into account the minimum data rate requirement, the maximum tolerable SINR leakage, the minimum safety distance between UAVs, and the imperfect location information of the potential eavesdroppers. An iterative algorithm based on alternating optimization was proposed to achieve a suboptimal solution with a low computational complexity. Simulation results illustrated that the proposed algorithm converges within a small number of iterations and demonstrated some interesting insights. In particular, (1) deploying a decided multiple-antenna UAV serves as a key to improve the system performance in both energy efficiency and communication security; (2) employing a multi-antenna jammer UAV offers an enhanced flexibility in designing the trajectory of information UAV, which can combat the eavesdropper efficiently to improve the system energy efficiency; (3) optimizing the trajectory of information UAV is important to improve the system energy efficiency.
First, it can be shown that the optimization problem (42) is Slater’s constraint qualification. We first derive the Lagrangian function of (42):

$$
\mathcal{L}(Y, X, V, \mu, \nu, \vartheta, Z) = \sum_{n=1}^{N} \sum_{i=1}^{N_F} \text{Tr}(Z_i[n](Y_{i,n} - X_{i,n} - V_{i,n}))
$$

$$
- \sum_{n=1}^{N} (q_i^{(A_1)} + \mu_n + \nu_n \zeta_1) \sum_{i=1}^{N_F} \text{Tr}(Z_i[n])
$$

$$
+ \sum_{n=1}^{N} \sum_{i=1}^{N_F} \vartheta_{e,i,n} \min_{\|\Delta E_i\| \leq Q_E} \text{Tr}(H_{e}^{JE}[n]Z_i[n]) + \Delta,
$$

where $$\Delta$$ denotes the collection of terms that are not relevant for the proof. Matrices $$Y_{i,n} \succeq 0, \forall i, n$$, $$X_{i,n} \succeq 0, \forall i, n$$, and $$V_{i,n} \succeq 0, \forall i, n$$ are the Lagrange multiplier matrices for the constraint on matrix $$Z_i[n]$$ in C3b, C18, and C19, respectively. $$\mu = \{\mu_n, \forall n\}, \nu = \{\nu_n, \forall n\},$$ and $$\vartheta = \{\vartheta_{e,i,n}, \forall e, i, n\}$$ denote the Lagrange multipliers for constraints C4b, C5b, and C7, respectively. Considering (66), the KKT conditions related to $$Z_i[n]$$ are given by

$$
Y_{i,n}^* + X_{i,n}^* + V_{i,n}^* \succeq 0, \quad \mu_n^* + \nu_n^* + \vartheta_{e,i,n}^* \geq 0, \quad (67)
$$

$$
Z_i^*[n](Y_{i,n} - X_{i,n}^* - V_{i,n}^*) = 0, \quad (68)
$$

$$
\nabla Z_i^2 = 0, \quad (69)
$$

where $$Y_{i,n}^*, X_{i,n}^*, V_{i,n}^*$$, $$\mu_n^*$$, $$\nu_n^*$$, and $$\vartheta_{e,i,n}^*$$ are the optimal Lagrange multipliers for the dual problem of (42). Besides, (68) is the complementary slackness condition and is satisfied when the columns of $$Z_i^*[n]$$ lie in the null space of $$Y_{i,n}^* - X_{i,n}^* - V_{i,n}$$. To reveal the structure of $$Z_i^*[n]$$, we express the KKT condition in (69) as

$$
Y_{i,n}^* = (q_i^{(A_1)} + \mu_n + \nu_n \zeta_1)I_{N_J} + X_{i,n}^*[n]
$$

$$
+ V_{i,n}^*[n] = \sum_{e=1}^{E} \vartheta_{e,i,n} \min_{\|\Delta E_i\| \leq Q_E} \text{Tr}(H_{e}^{JE}[n]), \quad (70)
$$

where $$\min_{\|\Delta E_i\| \leq Q_E} \text{Tr}(H_{e}^{JE}[n])$$ is a constant $$N_J \times N_J$$ matrix since we fix the jammer UAV’s trajectory in this system. For notation simplicity, we define $$\Sigma = (q_i^{(A_1)} + \mu_n + \nu_n \zeta_1)I_{N_J} + X_{i,n}^*[n] + V_{i,n}^*[n] \succeq 0$$ and $$\Omega = \sum_{e=1}^{E} \vartheta_{e,i,n} \min_{\|\Delta E_i\| \leq Q_E} \text{Tr}(H_{e}^{JE}[n]) \geq 0.$$ From (67), since matrix $$Y_{i,n}^*[n] = \Sigma - \Omega$$ is positive semi-definite,

$$
\lambda_{\Sigma}^{\max} \geq \lambda_{\Omega}^{\max} \geq 0, \quad (71)
$$

must hold, where $$\lambda_{\Sigma}^{\max}$$ and $$\lambda_{\Omega}^{\max}$$ are the real-valued maximum eigenvalue of matrix $$\Sigma$$ and $$\Omega$$, respectively. Considering the KKT condition related to matrix $$Z_i^*[n]$$ in (68), we can show that if $$\lambda_{\Sigma}^{\max} > \lambda_{\Omega}^{\max}$$, matrix $$Y_{i,n}^*[n]$$ will become positive definite and full rank. Besides, the maximum eigenvalue $$\lambda_{\Sigma}^{\max} > 0$$ since $$q_i^{(A_1)}$$ is the energy-efficiency value of the system which is positive. Thus, this would yield the solution $$Z_i^*[n] = 0$$. On the other hand, if $$\lambda_{\Sigma}^{\max} = \lambda_{\Omega}^{\max}$$ in order to have a bounded optimal dual solution, it follows that the null space of $$Y_{i,n}^*[n]$$ is spanned by vector $$u_{\Omega_{\max}}$$, which is the unit-norm eigenvector of $$\Omega$$ associated with eigenvalue $$\lambda_{\Omega_{\max}}$$.

As a result, we obtain the structure of the optimal energy matrix $$Z_i^*[n]$$ as

$$
Z_i^*[n] = \delta u_{\Omega_{\max}} u_{\Omega_{\max}}^H. \quad (72)
$$

Therefore, $$\text{Rank}(Z_i^*[n]) \leq 1$$.
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