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Abstract— In the on-going debate on how large Internet
router buffers should be, of particular interest is a recent claim
that 10-50 packets of buffering suffice, permitting all-optical
buffering in the Internet core. It is argued that TCP traffic,
when well-paced (typically by slow access links), can achieve
acceptable link utilisation with very small buffers. In this paper
we investigate if this result holds in the presence of high-
performance scientific applications connecting over high-speed
access links. Our results show that the presence of a significant
proportion of high-speed access links necessitates larger buffers
at the core link. However, we show that end-host TCP pacing
by such applications can alleviate the problem effectively.

I. INTRODUCTION

Buffers in Internet routers reduce packet loss by absorbing
transient bursts of traffic. They are also instrumental in
keeping output links fully utilised during times of conges-
tion. An important question concerns the sizing of these
buffers. Buffer overflow leads to packet loss, adversely af-
fecting application performance. An under-flow causes idling
and wastage of link bandwidth, thereby degrading network
throughput. Currently, router manufacturers determine buffer
size using a rule-of-thumb commonly attributed to [1].
Specifically, the rule-of-thumb mandates a buffer size of
B = T × C, where T denotes the average round-trip time
of a TCP flow through the router, and C the capacity of the
bottleneck link. For a typical T of 250ms, a router with a C
= 40Gbps link would thus require 10 Gigabits of buffering.

The above rule-of-thumb was first challenged by the Stan-
ford research group in 2004 [2]. With minimal impact on
link throughput, they showed that the buffer requirement can
be reduced to B = T×C√

N
, where N is the number of long-

lived TCP flows sharing the bottleneck link. A core Internet
router today carries tens of thousands of flows, consequently
this reduction in buffer size is significant. Very recently,
the Stanford group have shown theoretical and experimental
evidence that when TCP traffic is paced, as few as 10-50
packet buffers can provide acceptable link utilisation [3]. This
creates avenues for building cost-effective all-optical routers
where buffering is often an expensive and complex operation.

The study in [3] relies on packets from individual TCP
sessions being well-spaced at the core link. Typical access
links (e.g. from home users) today tend to be much slower
than core links, and this naturally paces the traffic. However,
there are many high performance scientific applications that
connect over fast access links. For example, as part of our
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collaboration with the Australia Telescope National Facility
(ATNF), we are evaluating TCP performance for reliable
transfer of real-time astronomical data between Australia and
Europe. The telescopes in Australia interconnect over a high-
speed (Gigabit) fibre-optic network [4], which feeds into a
lower-speed inter-continental core link operating at 155Mbps.
In such an environment, where access links are much faster
than core links, we investigate if small buffers suffice at
the core link in order to maintain high utilisation. Our
contributions are two-fold: first, we show that when there are
sufficiently large number of scientific applications connecting
over high-speed access links, the buffer requirements at core
routers increase. Second, we show that TCP pacing by end-
hosts of such applications eliminates the need for larger
buffers at core routers.

II. SIMULATION SETUP AND RESULTS

We use ns2 [5] to simulate TCP performance on a dumb-
bell topology shown in Fig. 1. The propagation delay on the
access links is uniformly distributed between [1, 25]ms, while
the core link (r0, r1) has a propagation delay of 50ms; the
end-to-end round-trip time thus varies between 102ms and
150ms. We simulate 1000 TCP Reno flows between each
source-destination pair (s-tcpi,d-tcpi), 1 ≤ i ≤ 1000, which
is fairly realistic for a core link, and mitigates synchronisation
issues. The buffer size at the core router r0 is varied in
packets. FIFO queue with simple drop-tail queue manage-
ment is employed. TCP packet size is set to 1000 Bytes.
All TCP sources start at random times between [0, 10]s. The
simulation is performed for a period of 400s and only data
in the interval [100, 400]s is used in the calculations.



Fig. 2. Throughput for non-paced TCP flows

Fig. 2 shows the aggregate end-to-end throughput for the
TCP flows as a function of core buffer size when the core link
is 200Mbps. The top curve shows that when the access links
operate at 10Mbps (thus naturally pacing TCP traffic into
the core), as low as 5 packets of buffering suffice for TCP
throughput to reach nearly 90% of the core link rate. This
verifies that when access links are slow, only a small amount
of buffering is needed to realise acceptable link utilisation.
We now change the access speed to 1Gbps for half the
TCP flows; these flows now correspond to high-performance
scientific applications. The middle curve in the same figure
shows that to obtain 90% TCP throughput, the core requires
roughly 10 packets of buffering, a two-fold increase in buffer
requirement. When all flows feed the core over high-speed
access links, the buffer requirement to realise 90% throughput
increases to 15, three-fold the amount required when all flows
arrive over slow access links. For all-optical buffering, this
extra buffer requirement translates into heavy cost penalties.

Having established that high-speed access links can signif-
icantly increase buffering requirements at the core, we eval-
uate the efficacy of TCP pacing by the end-host (generating
the scientific application traffic) in mitigating this effect. We
repeated the above set of simulations with TCP modified to
pace traffic at end-hosts (the ns2 patch was taken from [6]).
Fig. 3 plots the resulting TCP throughput as a function of
buffer size, and demonstrates clearly the benefits of TCP
pacing. To obtain 90% throughput, 5 packets of buffering
suffice irrespective of the mix of traffic from low-speed and
high-speed access links. In fact, in the region of 10 to 20
packets of buffering, TCP throughput increases by around
4% when all flows from high-speed access links are paced
compared to when the flows arrive on low-speed access
links. This demonstrates that pacing is extremely effective
in reducing core buffer requirements, and in turn the cost of
such, potentially all-optical, core routers.

We point out that there is no general agreement today on
the overall benefits of TCP pacing. It is observed in [7] that
pacing can severely undermine performance (measured in
terms of throughput, fairness and latency) in many cases due
to synchronised TCP behaviour, and also when mixed with
non-paced TCP flows. However, their results were based on
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a small number of TCP flows (about 20-50) and larger buffer
sizes. More recent studies such as [8]–[10] show that pacing
has a positive impact (for TCP, XCP, and real-time traffic)
in realistic scenarios, consistent with our observations in this
paper.

III. CONCLUSION AND FUTURE WORK

In this paper, we have studied the impact of high-speed
applications (feeding traffic over fast access links) on buffer
requirements at core routers. We showed that in the presence
of several high-speed applications, much larger buffers are
required at core routers to realise acceptable throughput. To
mitigate this problem, we evaluated the pacing of TCP traffic
from these high-speed applications, and showed pacing to be
extremely effective in reducing core buffer requirements. In
the future, our aim is to undertake an experimental study of
TCP pacing in a realistic network operated by the Australia
Telescope National Facility.
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