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Abstract—Optical Packet Switched (OPS) networks are known to suffer Several experimental test-beds [7], [8], [9], [10], [11] have re-

from high packet losses due to contentions. Techniques such as fiber delaycenﬂy demonstrated the feasibility of OPS.
line (FDL) buffering and wavelength conversion help to relieve contentions . . . .
fo an extent, but are expensive and are therefore used sparingly. This pa- A fundamental concern in OPS networks is contention, which

per explores how electronic edge nodes caronditionthe traffic entering  occurs at a switching node whenever two or more packets try to
the OPS network with the objectlve_of utilising the few aveylable FDLs (or leave on the same output link, on the same Wavelength, at the
wavelength converters) more effectively to reduce contention losses further . . . .
within the all-optical core. same time. In electronic store-and-forward switches, contention
The benefits of ingress traffic conditioning in electronic networks are IS resolved relatively easily by buffering packets in RAM. In op-
well known, bUtI we believe its aﬁvamages for ?ﬁs neﬁWOFKZ Witr': sparse tical packet switches, however, the only practical optical buffers
contention resolution resources have not been fully evaluated. This paper . . : .
considers a time-slotted OPS network comprising core nodes with limited avallabl,e tOdajy are fibre delay lines (FDLS) [12]’ which are too
FDL buffering. The edge-nodes are allowed to condition the ingress traffic €Xpensive to implement the large delays needed for acceptable
by controlling the release of packets into the optical network in accordance loss performance. Other contention resolution mechanisms,
with a particular scheme. In this context, our contributions are two-fold. - g,ch a5 wavelength conversion [13], [14], deflection routing [15]
First, we show analytically that for an optical switch with given FDL buffer- . . . .
ing capacity, contention losses on its output link can be minimised bgvenly and combinational schemes [16] haV_e gm_erged In the literature.
spacing packets on that link. This motivates edge traffic conditioning as However, these schemes also have limitations (high cost, packet

an effective means of reducing contention losses in the OPS core. However,reordering etc.) are not considered in this paper though our
ingress traffic conditioning incurs a penalty, namely an increased queue- ' ' . '
ing delay at the edge node. As our second contribution, we quantify via work does not preC|Ude their use.

simulation the reduction in packet losses and the accompanying increase in ~ Given that practicable optical packet switches are likely to
end-to-end delgy as the traffic conditioning varigs. Our simulatgd OPSnet- Kave only limited FDL buffering capacity, we investigate in this
work topology is based on an actual trans-continental Australian network . . . .
called CeNTIE (a research network in the same vein as Internet2 and Ca- paper how the edge nodes can assist the optical network in using
narie), modeled with realistic traffic flows carrying long-range dependent these FDLs most effectively to minimize contention losses. Our
traffic. We believe our proposal can assist a network operator to trade-off proposition is based on the observation that when multiple traf-
delay for loss when choosing an operating point for the OPS network. fic streams are interleaved at an optical switch, less FDL buffer-
ing is required to achieve desired losses if the packets in each
. INTRODUCTION stream are spaced apart from each other rather than bunched to-

The maturing of Wavelength Division Multiplexing (WDM) gether. Based on this premise, we evaluate how ingress traffic
technology in recent years has made it possible to harng€ggditioning, namely the regulation of packet spacing into the
the enormous bandwidth potential of an optical fibre cogptical network by the electronic edge node, helps reduce OPS
effectively. As systems supporting hundreds of wavelengtAgtwork packet losses. Traffic conditioning has been studied ex-
per fibre with transmission rates df-40 Gbps per wavelength tensively in the context of electronic networks, mainly with the
become available, electronic switching is increasingly chabjective of making the loss-delay performance within the net-
lenged in scaling to match these transport capacities. All-optid#prk more predictable. Our framework developed in this paper
switching [1] is widely recognised as the key to meeting theéespecifically adapted to optical networks, wherein the schedul-
challenges. All-optical switching seeks to eliminate the eletf?d at a switch is time-constrained (by FDL delaying capacity),
tronic bottleneck, while dramatically lowering system cost b§s opposed to electronic switches where scheduling is space-
minimising opto-electronic conversion. constrained (by RAM capacity).

Much initial work on all-optical switching focused on wave- Our contributions in this paper are two-fold. First, we es-
length routed networks supporting end-to-end lightpaths witblish by analysis that for an optical switch with given FDL
the full bandwidth of a wavelength [2], [3]. Such psuedobuffering capacity, contention losses on its output link can be
statically provisioned networks are however inflexible and imminimised byevenlyspacing packets on that link. This moti-
efficient for the transport of data traffic, which is inherentlyates ingress conditioning as a means of reducing contention
bursty. To meet the diverse demands of data traffic, neksses inthe OPS network. However, conditioning incurs a cost,
generation networks will need to support statistical multiplexingamely increased queueing delay at the ingress. Our second
and fine-grained (sub-wavelength) bandwidth allocation. Sesentribution, therefore, quantifies the increase in the per-flow
eral approaches to optical subwavelength switching have besd-to-end delay that accompanies the reduction in packet losses
proposed in the literature (e.g. [4], [5]), among which Opticals the packet spacing at the ingress is varied. This loss-delay
Packet Switching (OPS) [6] is attracting increasing attentiotradeoff is studied via simulations using the topology of an ac-



W component wavelengths. We assume that wavelength con-
verters are not employed, and each wavelength traverses its own
! switching plane. Output port contentions are resolved using a
ﬂi» set of D FDL buffers of increasing length that provide delays of
A > 1 1,2,..., D slots for all wavelengths. This architecture is known
as the shared-memory optical packet switch [18], [6].
— The buffering architecture presented above permits multiple
(N+D) x (N+D) circulations of packets through the FDLs. However, each re-
Optical Crossbar circulation through the crossbar and FDL degrades the optical
signal [19]. For this reason we assume here that a packet passes
*> at most oncehrough any FDL. Furthermore, if there is con-
. tention for a timeslot at an output port of the crossbar, prefer-
. ence is given to the packet entering the crossbar from the longest
— FDL. In the absence of multiple circulations through the FDLs,
] = the packet egressing the longest FDL is the oldest packet to en-
IO ter the switch, and giving preference to such a packet ensures
N that packet ordering is maintained. This strategy schedules an
. incoming packet into thearliest available free slot, and this
TO greedy scheduling allows efficient hardware implementation.

Switch Control Unit

Fig. 1. OPS switch architecture B. Edge Node

Each edge node is assumed to have a singe FIFO queue on
) ) . .each output link. The extension to multiple queues, one per
tual Australian network called CeNTIE, modeled with reahsﬂbos_das& is deferred for future work. The electronic edge
traffic flows carrying short and long-range dependent traffic. ,qqe receives packets of varying length from multiple ingress
The rest of this paper is organised as follows: Section Il d@gerfaces, and assembles these into fixed-size “optical” packets
scribes the OPS system architecture used in this work. Sect(mh their own optical header) for transmission into the OPS
[l provides the analytical motivation for the ingress traffic conqenvork [20]. Much commendable research has gone into op-
ditioning scheme in this OPS context. Section IV demonstraigsy| packet assembly mechanisms that shape the characteristics
via simulation the benefits of ingress conditioning in a singlgy the ingress traffic. The effect of setting the optical packet as-
switch setting, while section V quantifies the loss-delay tradgemmy threshold parameters, such as maximum optical packet
offs in a realistic network scenario. Conclusions and directioqf time and maximum number of bytes per optical packet, on

for future work are presented in Section VI. the “shaping” of traffic characteristics has been explored [21],
[22], [23], as has the effect of the assembly mechanism on net-
Il. SYSTEM ARCHITECTURE work performance [24], [25]. Our work differs from these stud-

There are numerous architectures proposed for OPS netwdf&in that we focus on controlling the release of the already
(see [6], [17] for an overview) — for example, they can bassembled packets into the OPS network with the aim of using
slotted or unslotted, can employ space-switching or broadcdb€ sparse FDL buffering resource more effectively to reduce
and-select fabrics, may have feed-forward or feed-back FDIC§Ntention losses in the optical domain.
etc. This paper investigates traffic conditioning at the electronic
ingressto an OPS network, and can be applied to any OPS ar- Il ANALYSIS

chitecture. The system architecture we chose in this paper i, this section we provide the anaytical motivation for ingress
described next. traffic conditioning in the OPS context. Consider an arbitrary
core optical linkL transporting fixed-size packets in the slotted

A. Core Node all-optical network. Denote by the OPS switch of whiclt is

We use a slotted system [8], [11], with fixed-size optica@n egress, and ki the maximum delaying capacity (in units of
packets that fit in a slot. Slotted systems typically have lowglots) at switchS (namely, it is assumed thatsupports delays
contentions than unslotted ones [16], and permit synchrondfsl, 2, ..., D slots). We define thencremental los®n link £
reconfiguration of the switching fabric on a slot-by-slot basigs follows:
Figure 1 shows the architecture of the OPS switch. On eacHDefinition 1: Theincremental losg on link £ is the proba-
of the IV input fibres, an optical splitter splits a small amourhility that oneadditional packet traversing switch cannotbe
of power from the incoming packets and sends it to the cogdccessfully scheduled onto link
trol unit. The control unit extracts timing information (used fotJnlike total packet losses in a system, which depend on the ar-
configuring the synchronisation stages) and packet header inforal process (i.e. possible correlations between successive ar-
mation (used for determining the packet route and configuringals), the incremental loss defined above is for a single inde-
the optical crossbar accordingly). Input signals are synchronigeehdent arrival, making it easier to analyse. We beligig a
to align packets to slot boundaries, and demultiplexed into tgeod practical indicator of link performance since it provides



a good measure of how readily an incremental amount of € %=~ —

tra traffic (namely one packet) can be supported by the link. +*++++ % Random

the following we study hows varies as the packet spacing i °° +*++++

changed. ol *+++++ |
We computey as follows. Let successive slots be conseci e

tively numbered, with) denoting the start of the system. Le  osf & +++++++ |

the counting procesX (n), n > 0 denote the number of pack-
ets transported by the linK in slots [0,n — 1]. Note that

Vn @ X(n) < n, since a timeslot carries at most one packe
We assume thaX (n) has stationary increments, naméfy, > '\
0: X(n+m)— X (m) has the same distribution &§(n). Now 03l %

0.5

Incremental Loss

define the probability mass functioft (n) = P{X(n) = k}. LY
Further,p = E[X(n)]/n denotes the average slot-occupanc °2r KN 1
ratio (i.e. utilisation) on linkC. Then we have: ",
Theorem 1:The incremental loss on link £ connected to ~ *'[ T
switchS with FDL capacityD is given by , bz
0 10 20 30 40 5 60 70 80 90

5= fD+1(D + 1) (1) Maximum FDL Buffer D

. X . Fig. 2. Incremental Losé vs. delay-buffer sizéD for p = 0.9
Proof: By definition, ¢ is the probability that a new packet

arriving at switchS cannot be scheduled onto link Sayp
arrives at random timeslgt We claim thatp is lost iff link ~ Example ZRandom placement) This is such that the packets
L is busy in all slotsj, ..., j + D. Note first thatp has to be are randomly and independently assigned to slots. A slot is thus
scheduled in one of the slofs...,j + D. This is becaus@ occupied with probabilityp, and idle with probabilityl — p.
arrives no earlier than slgt and cannot be delayed by the delagtationarity is evident, and (1) yields the incremental loss to be
lines to any slot further thap + D. For the if part, it is easily the probability that anyD + 1 contiguous slots all carry slices,
seen that if slotg,...,j + D are already occupied by otherthus,

packetsp cannot be scheduled and is lost. Conversely, if any 8random = PP

of the slots inj, ..., j + D is idle (does not carry a packet), gyample 3Even placement) Even placement is one where
p can be scheduled there by passing it through the approprigi@ry window ofn = 1,2, ..., 00 contiguous slots contains
delay line. Thuw is lost iff all slots[j, j + D] are busy, i.e., iff np| or [np] packets. Thusl — P{X(n) = |np|} =
_X(j +D+1) - X(j) =D+ 1 SinceX (n) ha§ stationary P{X(n) = 1+ |np|} = np — |np|. An arbitrary shift of
increments X (j + D + 1) — X(j) has the same distribution asyp, gyen placement yields another even placement, and station-
X(D+1). Tgﬂoss probability fop thus equald>{ X (D+1) = ity holds. From (1), the incremental loss equals the probability
D +1} = f71(D +1). This completes the proof. that D + 1 contiguous slots carr + 1 slices. Forp < 1 we
Theorem 1 establishes how the incremental loss can be CHBVe (D + 1)p] < D + 1, so the only way theD + 1 slots
puted given the distribution of packets into timeslots, and ”&%rryD + 1 slices is when’X(D +1)=[(D+1)p] +1 =
delay buffering capability at the switch. It follows that: D +1, i.e., when|(D + 1)p] = D, which holds only when
Corollary 1. (D = 0) = (3 = p). D < |p/(1 - p)]. Further,X(D + 1) = D + 1 happens with

Proof: SettingD = 0 in_ (1) yieldsé = fl-(l). A!SO recgll probability(D + 1)0 - I_(D + 1)PJ7 which, from above, equals
thatp = E[X(n)]/n, which for any X (n) with stationary in- (D +1)p— D. Thus

crements equal®[X (1)]/1 = P{X(1) = 1} = f1(1). Thus

(;:hp_' h hat if th itch h buff . o 6even:max(07p_D(l_p)) (2)
This shows that if the switch has no FDL buffers, iB.= 0,  Fjgyre 2 plots the incremental losat the link as a function of

6 depends only on the mean packet rate, and interestinglygSitch delay-buffer capacitp for the three placement schemes

invariantto whether the packets are clumped together or spaggd.;ssed above, with average link utilizatipriixed at90%.

apart. In general, however, when > 0, the distribution of || three cases exhibit identical losses/at= 0 (as predicted by

packets into slots does affeét We illustrate this using three ., q1ary 1), but ah increases, the benefits of even placement

examples. o are apparent: ab = 9 even placement realizes zero loss, while
Example 1(Block placement) This is one where every bloCl,e ek and random placements yield losses of agfidtand

of NV successive slots carries a randomly placed block ef 90% respectively. We now show formally that among all place-

Np contiguous packets. The random location of the block efent schemes, even placement realizes minimum incremental
sures that the procesk(n) denoting the number of packetsiyoges.

carried inn slots has stationary increments. From (1), the in- Theorem 2:For given link utilisationp, the even placement

cremental loss is determined by the probability that a randocﬁ?packets on the link minimises the incremental l6sm that
set of D + 1 contiguous slots all contain packets, which iﬁnk

max(0, (k — D)/N). Thus, Proof: We first derive a lower bound ohas follows: consider
Opiock = max(0,p — D/N) a window of N contiguous slots, wher® — oco. Of theseN

+1
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Fig. 3. Single-switch with Markovian traffic: aggregate packet loss as a function of packet spacing and FDL dapacity

slots,k = pN are busy, i.e., carry packets, while the remaining Theorem 2 establishes that even placement of packets on a
N —k areidle. Further, lef; (1 < i < m) denote the size of the link minimises the probability that an additional packet will be
i-th contiguous block of packets, apgd(1 < ¢ < m) denote the lost. This suggests that overall losses in the network can be
size of the block of contiguous idle slots immediately followingninimised if traffic oneverylink in the OPS network is evenly

b;. Then

by +by+...4+b, = k (3)
GL+get ..t gm N -k (4)
Vi, 1<i<m: b;>1, gg>1 (5)

Constraint (5), in conjunction with (3) and (4), implies that

m < min(k, N — k) (6)

spaced. This can be achieved by ensuring that:

« edge nodes evenly space the transmission of packets into the
OPS network, and

« core nodes maintain this spacing when multiplexing traffic
streams within the OPS network.

The former is achieved by having the edge nodes use their elec-
tronic buffers to condition the traffic before injection into the
OPS network. The preservation of packet spacing within the op-
tical core, however, is challenging because (a) the limited FDL
buffering in the core switches may be insufficient to introduce

To compute, consider a packet arriving at the switch at randog,o necessary gaps between packets when multiplexing streams,

slots € [1, N]. If slot s falls on a gap, or on thg-th packet of

blockb; wherej + D > b;,
If, however,s falls on thej-th slot of blockb; wherej + D < b;,
the packet is unschedulable. The loss probability is thus

1 m
i Z max(0,b; — D)
i=1

1 m
> N ;(bz - D)
= (k—mD)/N [from (3)]
> (k= (N —k)D)/N [from (6)]
= p—D(1-p)

This establishes a lower boudd> p— D(1—p). Sinced.yen IN

and (b) the complexity of the scheduling algorithms required for

the incoming packet is schedulablegyen, spacing may be too high for practical implementation. For

these reasons, we consider only the conditioning of traffic at the
ingress, and defer the study of core node mechanisms for pre-
serving packet spacing to future work. We show by simulation
that edge traffic conditioning can by itself significantly reduce
contention losses within the OPS network. The price paid for
ingress conditioning is an increase in delay at the edge nodes.
This tradeoff between loss and delay is studied via simulation
next.

IV. SINGLE-SWITCH SIMULATION STUDY

To understand the impact of edge traffic conditioning on the
losses and delays in the OPS network, we consider two scenar-
ios — the first is a minimal network setting demonstrating the

(2) achieves this lower bound, we have shown that even plaeffectiveness of ingress traffic conditioning, and consists of a

ment minimizes incremental losses. O

single core-node connected to multiple edge switches, each fed



with short-range dependent traffic. The second scenario, cpflow# | src— dest traffic type | hops
sidered in the next section, uses a real-world network topolagyF'1 | RNSH— Nepean medical 1
with realistic long-range dependent traffic. F2 | Nepean— ARRC management 2
All simulations utilise a single wavelength, since the absence '3 | Riverside— Conservatorium  functions 1
of wavelength converters allows the wavelengths to be studjed'4 | Conservatorium- UWA music collab| 2
independently. Further, traffic flows are considered in only one £'5 | CSIRO-Marsfield— ARRC intranet 3
direction. All links operate at0Gbps. Dimensioning the optical| £'6 | MQU — UNSW university 1
slot size appropriately is important — larger slot sizes are asso+7 | UNSW — UMel university 1
ciated with higher packet aggregation delays and/or inefficient#'8 | UMel — UWA university 1
filling of the slots, while smaller slot sizes may impose signifi-
cant segmentation/reassembly overheads. We choose a slot size TABLEI
of 1us, which, at a bandwidth per wavelengthl®iGbps, carries CENTIE NETWORK FLOWS SIMULATED

an optical packet of siz€250 bytes. This slot size is commen-how losses fall a® increases, and also as the packet spacing in-
surate with studies in the literature [26], and is also consistefttases. This shows that edge traffic conditioning can drastically
with current optical crossbar technology (solid-state crossbaggiuce the amount of FDL buffering required at the core switch
that can reconfigure withig0 ns have been demonstrated refor a desired loss rate in the OPS network. For example, in the
cently [27]). absence of conditioning (this corresponds to a minimum packet
Our scenario in this section consists of a single core switdpacing ofl), losses ofl0—* require FDL buffers of length0.
with 8 input lines, each connected to an ingress edge switch, dndcomparison, with edge traffic conditioning where the packet
1 output line, connected to an egress edge switch. Each ingresacing i3 (i.e. one in eight slots is available for transmission),
edge switch is offered short-range dependent traffic of fixed-siZBL capacity4 suffices at the core switch to realise such a loss
packets. More specifically, the traffic is a two-state Markosate. This translates to a significant reduction in cost, both in
modulated fluid process (MMFP): in the “on” state, fluid trafterms of the FDLs required and the crossbar size, which demon-
fic is generated at link ratd (Gbps), while in the “off” state no strates that edge traffic conditioning can help reduce network
traffic is produced. The holding times in the on and off state®st considerably while delivering the desired loss performance.
are exponentially distributed, with mean holding time2pfs
in the on state, and average traffic ratel@bps. This model V. CENTIE NETWORK SIMULATION STUDY

represents bursty traffic that is short-range dependent. The fluidye now study the impact of edge traffic conditioning in a
traffic is packetized into fixed-length packets, which is fed t@al-world network topology with realistic traffic flows carry-
the edge node. The edge switch in turn aggregates multiple sy long-range dependent traffic. Figure 4 shows part of the
packets into an optical packet of fixed length, and transmitsGeNTIE network, a trans-continental Australian research net-
in an appropriate slot (as determined by the traffic conditioningjork [28] with MANs in Sydney, Canberra, Melbourne, and
to the core switch for forwarding to the destination edge SWitherth_ It includes end-user research groups from the hea|th, ed-
The core switch output link in this scenario is loaded &bps ycation, film post-production, and finance industries. We simu-
or p = 0.8 of link capacity. At the core switch, multiple arriv- |ate a subset of the CeNTIE network, with logical topology and
ing packets may contend for the output link. The core switgtbre lengths shown in Figure 5. There dreore switches in the
has FDLs that can delay packets upZoslots, and for a con- chosen topology — two in Sydney, at CSIRO-Marsfield and the
tending paCket uses the shortest available FDL that resolves [U]'ﬁ/ersity of Technok)gy, Sydney (UTS)' and one each in Mel-
contention; if no such FDL is available the packet is dropped.pourne and Perth. There are four edge switches connected to the
We study the effect that edge traffic conditioning has on thgarsfield core switch - one each at CSIRO-Marsfield, CSIRO-
contention losses at the core switch and on the end-to-end Réerside, MacQuarie University (MQU), and the Royal North
lays experienced by the packets. The traffic conditioner $hore Hospital (RNSH). The UTS core switch is connected to
parametrised by the minimum allowable spacing (in slots) bgee edge switches — the Conservatorium of Music (Con), Uni-
tween any two successive packets it releases into the optical netsity of New South Wales (UNSW), and Nepean Hospital. At
work. Thus a spacing dfindicates that two packets can emerg®elbourne, there is an edge switch at the University of Mel-
back-to-back (i.el slot apart), and corresponds to no conditiorbourne (UMel), while Perth has two edge switches, at the Aus-
ing, whereas a larger spacing mandates idle slots between gajian Resource Research Centre (CSIRO-AARC) and the Uni-
two successive packet transmissions. Stated another way, ity of Western Australia (UWA). All the above mentioned
edge traffic conditioner that uses spacinggstricts the output sites are either currently live or going live soon on the CeNTIE
rate tol/s of link rate. Note that for a stable systeshas to be network.
in the rangg1,1/py), wherep; denotes the average traffic rate For the simulations, we selected eight traffic flows typical of
at the traffic conditioner. Each point in the simulation plots ithe usage of the CeNTIE network. These flows are depicted in
this paper corresponds to a run of at lestillion packets.  Figure 5, and Table | shows their characteristics including the
Figure 3 shows, for various FDL capacitie®)(at the core type of traffic and the number of core-links traversed. The di-
switch, the effect of varying the spacing between successiwersity in hop-lengths and end-to-end propagation delays give a
packets at every edge node, on the total losses at the core swigghtesentative sampling of traffic flows in the CeNTIE network.
egress link. Note first that whel = 0, the losses are invariantFlows F'1-F'4 carry time-critical traffic, and are thus not sub-
to traffic conditioning, as predicted by corollary 1. Now obsenjected to traffic conditioning at the ingress edge nodes. Flows
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F5-F8 carry intranet and university traffic, and are considerezharacterised by zero mean, varianceand Hurst parameter
non-time-critical, and are subject to ingress traffic conditioningl € [1/2,1). We use our filtering method [30], related to the

The slot-size and link capacity are the same as the previdifsT-based methods described in [31], [32], to generate, for a
scenario, namelyy.s and10Gbps respectively. The simulationchosent?, a sequencgz; } of normalised fGn (zero mean and
considers a single wavelength with unidirectional traffic flow$init variance). A discretisation intervalt is chosen, and each
Each flow generates traffic at a mean rata 6fGbps, offering i then denotes the amount of traffic, in addition to the constant
aloadp; = 0.15 of link capacity. Each of the three core linkg'ate stream, that arrives in tiheh interval. Specifically, the traf-
carriest flows, corresponding to a load 61Gbps orp = 0.6 on  fic v (in bits) arriving in thei-th interval of lengthA¢ seconds
each core link. We believe such a loading scenario is realistidS cOmputed using:

Traffic in each flow is long range dependent (LRD), and based
on Norros’ self-similar traffic model [29]. This model combines

a constant mean arrival rate with fractional Gaussian noise (fGmere p. denotes in bits-per-second the constant rate stream,

yi = max{0, p. At + sx;} (7)



aggregate pkt-loss
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Fig. 6. CeNTIE network with LRD traffic: aggregate packet loss as a function of packet spacing and FDL cBpacity

and s is a scaling factor. The scaling facterdetermines the " D-20
variable component of the traffic arrival rate, gndis selected

to achieve the desired mean arrival ragefor each flow. For this

work we set the Hurst parameterfdt= 0.85 and the discretisa- 3
tion interval At = 1.0us. The burstiness at short time-scales iz =a
set to a relatively high level by choosipgAt/s = 0.5, andp,. 10| o Fs
is then adjusted to give the desired mean traffic rate®Bbps. ]
This fluid traffic is then packetised into fixed-length packets b 10~ 5y 25 s ‘ T i s as e

3.5
fore being fed to the edge nodes. spacing

10k E

The edge nodes assemble incoming packets into optical pa *
ets of fixed length {250 bytes). For flowsF'1-F'4, the assem- _ 10’
bled optical packets are transmitted in FIFO order at the earli
available slot, since these flows carry time-critical traffic. Th
transmission of optical packets for flows-F'8 by the appro-
priate edge into the OPS network, however, is paced out i & ‘ * * ‘ ]
cording to a parameter, namely the minimum spacing betwe ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

percentile delay (us)
S
T

successive packets. Figure 6 shows the aggregate packet oW e s e e 8
probability (on log scale) in the network as the spacing for flows
F5-F8, and the FDL capacity) (in slots) at each core switch Fig. 7. Per-flow loss and delay for LRD Traffif) = 20 slots

vary. Again, the losses fall @ increases, and also as spacing

increases, again confirming that edge traffic conditioning does

reduce losses in the optical core. It is interesting to comparelngress traffic conditioning reduces contention losses, but at
the aggregate loss plots of Figures 3 and 6 and note that in the ingress shaper introduces queueing delay which increases
absence of ingress traffic conditioning (i.e. when= 0), the with packet spacing. We evaluate the resulting per-flow loss-
losses fall off exponentially for SRD (Markovian) traffic andlelay tradeoff. For each flow, we measure the packet loss and
sub-exponentially (i.e., as a power-law) for LRD traffic as thie tail of the delay disrtibution (rather than the mean). The tail
FDL buffer D at the core switches is increased. This form of the measured by th89.999-percentile end-to-end packet delay
loss curve is expected for LRD traffic, and signifies that the ifexcluding propagation and packet aggregation delays), i.e., no
cremental cost of FDLs required to reduce the loss by a desiredre thanl in 105 packets suffer greater delay.

amount gets progressively higher. This reinforces our proposi-Figure 7 plots, forD = 20, the loss and delay as the ingress
tion that in lieu of employing more FDLSs, ingress conditioningacket spacing for flowd'5-F'8 is varied. For clarity, only

can reduce contention losses cost-effectively. four flows are depictedf'l and F'4 that respresent time-critical



(hence unspaced) flows of hop-lendtland2 respectively, and
flows F'5 and F'6 that are subjected to traffic conditioning an
have hop-length8 and1 respectively. Note that when no flow
is conditioned (spacing if), losses are higher for longer flows[5]
— F'5 being the longest witl3 hops, followed byF'4 which is

2 hops, followed byF'l and F'6 that arel hop each. However, [g)
as the inter-packet spacing for non-time-critical flows increases,
losses go down for all flows, but more so for the flows that afd
conditioned ¢'5 and £'6 depicted in this case), though the dif-
ference is not large. For a spacing®fall flows experience a [8]
reduction of a order of magnitude in their losses.

4]

Principles for Designing a Wide-Area Optical WDM NetwotEEE/ACM
Trans. Networking4(5):124-129, Oct 1996.

C. Qiao and M. Yoo. Optical Burst Switching (OBS) — A New Paradigm
for an Optical InternetJ. of High Speed Network8(1):69—-84, 1999.

I. Chlamtac, V. Elek, A. Fumagalli, and C. Szabo. Scalable WDM access
network architecture based on photonic slot routifBEE/ACM Trans.
Networking 7(1):1-9, Feb 1999.

S. Yao, S. Dixit, and B. Mukherjee. Advances in photonic packet switch-
ing: an overview|EEE Comm. Magazineg8(2):84-94, Feb 2000.

A. Carena et al. OPERA: An Optical Packet Experimental Routing Archi-
tecture with Label Swapping Capability. Lightwave Tech16(12):2135—
2145, Dec 1998.

C. Guillemot et al. Transparent Optical Packet Switching: The European
ACTS KEOPS Project Approachl. Lightwave Tech16(12):2117-2134,
Dec 1998.

The end-to-end delays are also depicted in the same figure{oasD. Hunter et al. WASPNET: A Wavelength Switched Packet Network.

the spacing for flowd"5-F'8 is varied. As expected, the delays

of flows F'1-F'4 are invariant to the spacing of the other flowé,1 ol
and hencef’5 and F'6 appear as horizontal lines in the delay

plot. The delays foF'5 and F'6 rise as the spacing increases. A1l
a spacing ob, the delays are of the order of a few tens of mil-

liseconds, which may well be acceptable for non-time-criticéil2]
traffic especially if it helps reduce losses in the network by mc;f\%
than an order of magnitude. The spacing parameter thus all é
delay to be traded off against loss. By choosing an appropri-
ate spacing metric for the input traffic conditioners of non-timéL*!
critical traffic, the network operator can select a desired loss-
delay operating point for the flows in the network. [15]

VI. CONCLUSIONS ANDFUTURE WORK [16]

We considered a slotted OPS network with fixed size pack-
ets, and studied the effect of ingress traffic conditioning, nameily]
controlling the spacing of optical packets transmitted into t £
OPS network. We demonstrated analytically that the even spac-
ing of packets minimises incremental losses caused by co¥¥
tention on the optical link. We justified the efficacy of ingress,,
traffic conditioning in a simple single core-switch topology car-
rying short-range dependent traffic streams. We then quanti-
fied the impact of the packet spacing of non-time-critical traffiﬁl]
flows in a real Australian network topology carrying represen-
tative traffic flows with long-range dependent traffic pattern&2l
We showed that edge conditioning is universally effective in re-
ducing contention losses, enabling OPS networks with accefps]
able losses to be realised using smaller amounts of FDLs. A
reduction in loss comes at the cost of increased end-to-end g
lay for the conditioned flows, and the trade-off can be selected
by the network operator. Our proposal of edge traffic conditior&—5
ing therefore allows the network operator to choose a desi ed]
loss-delay tradeoff for flows in the OPS network. [26]

This paper has only studied edge traffic conditioning; the
preservation of packet spacingithin the OPS network by [27]
means of intelligent core node scheduling algorithms is bei%%
investigated by our current research. We are also working
extending our study to include a more thorough study of multzg)
ple QoS classes in the network.
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