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Abstract-Due to the limited processing power, and
finite power available to each sensor node, regular ad
hoc routing techniques cannot be directly applied to
sensor networks domain. Thus, energy-efficient rout-
ing algorithms suitable to the inherent characteristics of
these types of networks are needed. Routing algorithms
must also be robust to failures, and provide low latency.
This paper makes a performance comparison of three
sensor network routing protocols, namely, Rumor rout-
ing, Stream Enable Routing (SER) and SPIN. The re-
sults show that SPIN is the most suitable for small size
networks while SER serves the large scale networks the
best. Rumor is considered an alternative protocol with
high delivery rate and scales from small to medium size
networks.

Index Terms—sensor routing, performance comparison

1 Introduction

A wireless sensor network consists of light-weight, low-
power, small size of sensor nodes. The areas of applica-
tions of sensor networks vary from military, civil, health-
care, environmental to commercial. Example applications
include forest fire detection, inventory control, energy man-
agement, surveillance and reconnaissance, and so on. Due
to the low-cost of these nodes, the deployment can be in
order of magnitude of thousands to million nodes. The
nodes can be deployed either in random fashion or a pre-
engineered way. The sensor nodes perform desired mea-
surements, process the measured data and transmit it to a
base station, commonly referred to as the sink node, over
a wireless channel. The base station collects data from all
the nodes, and analyzes this data to draw conclusions about
the activity in the area of interest. Sinks also can act as
gateways to other networks, a powerful data processor or
access points for human interface. They are often used to
disseminate control information or to extract data from the
network.

Nodes in sensor networks have restricted storage,
computational and energy resources; these restrictions
place a limit on the types of deployable routing mecha-
nisms. Additionally, ad hoc routing protocols, for con-
ventional wireless networks support IP style addressing
of sources and destinations. They also use intermediate
nodes to support end-to-end communication between arbi-
trary nodes in the network. It is possible for any-to-any
communication to be relevant in a sensor network; how-
ever this approach may be unsuitable as it could generate
unwanted traffic in the network, thus, results the extra us-
age of already limited node resources. Many-to-one com-
munication paradigm is widely used in regards to sensor
networks since sensor nodes send their data to a common
sink node for processing. This many-to-one paradigm also
results in non-uniform energy drainage in the network.

There are already many existing routing protocols in
wireless sensor networks. These protocols can be grouped
into two main categories, i) single path algorithms [5] and
location aware routing algorithms [7]. Single path algo-
rithms require the sink node to flood the network period-
ically to discover new routes to redirect traffic around the
failed nodes. At first, this approach may sound unsuitable
for sensor networks since flooding the network requires
high energy consumption, resulting the shortened network
lifetime. Location aware algorithms on the other hand re-
quire each node to know its geographical location with the
help of GPS for instance. Earlier, GPS was not considered
usable in all types of networks since it does not work in-
doors or under dense foliage, but recent discoveries suggest
this may have been overcome [9].

In this paper, the performance of Rumor [2], SER [1],
and SPIN [4] have been compared. These algorithms are
simulated for various settings, with a view of identifying
the most suitable protocol for different applications. The
rest of the paper is organized as follows. Brief summaries
of these protocols are given in the next section. Section 3
gives detailed performance study while the paper is con-
cluded in Section 4.



2 Background

In this section, the three algorithms, namely, Rumor, SER,
and SPIN are discussed.

2.1 Rumor Routing

Rumor routing [2] allows the routing of queries to nodes
that have observed an event of interest. As a result, re-
trieval of data is based on events and not on an addressing
scheme. An event is an activity related to the phenomena
being sensed (e.g. increased movement in an area being
monitored). In this paper, events are assumed to be local-
ized phenomena which occur in fixed regions of space. A
query is issued by the sink node for one of two reasons, as
an order to collect more data, or as a request for informa-
tion. Once a query arrives at its destination, data is issued
to the originator of the query. Depending on the amount of
data (whether it is more or less) being issued to the origi-
nator of the query, shorter paths from the source to the sink
are discovered.

Various methods have been proposed to find shortest
paths, including, flooding the query through the network.
Directed diffusion [3] is such an example; however directed
diffusion resorts to flooding the query throughout the net-
work in order to find the best path, while Rumor routing
can find the best path using other methods, and only resorts
to flooding as a last choice.

If flooding was to happen on a regular basis, network
resources would be consumed quickly, thus Rumor rout-
ing was created to be an alternative to flooding queries and
events. When a query is generated, it is sent randomly
through the network until it finds the event path instead of
flooding it. When the query finds the event path, it is routed
directly to the event. Only if the path cannot be found, it is
flooded as a last resort. Rumor routing can achieve a high
delivery rate as will be shown in the performance study.

Rumor routing uses agents, which have a limited life
determined by a TTL field; these agents create paths in the
direction of any events they may come across. If an agent
crosses a path to an event that it has not yet come across in
the network, it creates a path that leads to both events.

2.2 Stream Enabled Routing

Stream Enabled Routing (SER) [1] allows the source nodes
to choose routes based on instructions given to it by the sink
node. An important feature of SER is that it takes into ac-
count the available energy of the sensor nodes. Also, SER
allows the sink to give new instruction to the sources with-
out setting up another path, as a result conserving valuable
network energy resources.

SER requires sink nodes to specify the sensor nodes
that perform the tasks in their instructions. If the nodes do
not have a GPS, a location aware protocol, such as [6] can
be used to approximate their locations. One of the advan-
tages is that it can be integrated with the application layer

easily since it is based on instructions and tasks. An in-
struction is defined as an identifier value. This conserves
memory because only the identifier is sent rather than the
whole attribute list. There are four types of messages
that are sent through the network, information message (I-
message), scout message (S-message), neighbor-neighbor
message (N-message), and update message (U-message).
The S-message is broadcast for the sources to select routes
between themselves and sinks based on the quality of ser-
vice requirements of the instructions. SER also takes into
account the memory limitations of nodes, energy of nodes,
and the QoS of the instruction. After the routes are es-
tablished, the sink node can give new instructions to the
sources without setting up another route.

2.3 Sensor Protocols for Information via Ne-
gotiation

Sensor Protocols for Information via Negotiation (SPIN)
[4] are a family of protocols used to efficiently distribute
information in a wireless sensor network. Conventional
data dissemination approaches such as flooding and gos-
siping waste valuable communication and energy resources
by sending redundant information throughout the network.
In addition, these protocols are not resource-aware oOr
resource-adaptive. SPIN solves these shortcomings of con-
ventional approaches using data negotiation and resource-
adaptive algorithms. Nodes running SPIN assign a high-
level name to their data, called meta-data, and perform
meta-data negotiations before any data is transmitted. This
assures that there is no redundant data sent throughout the
network. In addition, SPIN has access to the current en-
ergy level of the node and adapts the protocol it is running
based on the remaining energy. Simulation results show
that SPIN is more energy-efficient than flooding while dis-
tributing data at the same rate or faster [9], however as we
will show in section III, Rumor routing still outperforms
SPIN. The SPIN family of protocols uses three messages
for communication.

e ADV: When a SPIN node has some new data, it sends
an ADV message to its neighbors containing meta-
data (data descriptor)

e REQ: When a SPIN node wishes to receive the data,
it sends an REQ message

o DATA: These are actual data messages with a meta-
data header.

The SPIN family of protocols is made up of four
protocols, SPIN-PP (a three—stage handshake protocol
for point-to-point media), SPIN-EC (SPIN-PP with low-
energy threshold), SPIN-BC (a three—stage handshake pro-
tocol for broadcast media), and SPIN-RL (SPIN-BC for
lossy networks).



3 Performance Study

In this section, we present details of the performance study,
including the simulation parameters used in simulation en-
vironment, and the results.

3.1 Simulation environment and parameters

LecsSim [8] simulator is used to conduct the performance
assessments. LecsSim is designed to facilitate the testing
of various distributed algorithms. It allows the user to cre-
ate nodes, whose behavior is defined in a C++ class, ar-
ranged in a 2D topology. The nodes communicate by pass-
ing events to each other. Certain events are constrained by
a propagation model, which can also be defined in a class.

The simulation parameters used are: (i)agents per
event—the amount of agents generated per event. An
agent’s basic purpose is to travel around the network, con-
stantly updating nodes’ routing tables with the shortest
route available to a destination; (ii) agent TTL—agents
have a TTL field, that limits the lifetime of the agent in the
network, hence preventing indefinite looping of agents; (iii)
query cycle—nodes generate queries which target events;
these queries circulate in the network. When a node in the
network receives a query, it checks to see if it has a route
towards the target event, which is specified in the query. If
there is a route, it forwards the query along the path. Other-
wise, it sends the query to a random neighbor. Every time a
node forwards the query, the query’s TTL field is reduced,
such that the query will be dropped when this value reaches
ZEero.

We performed Rumor routing simulations in LecsSim
on networks of size of 100, 200, 400, 600, 1000 nodes re-
spectively. These nodes were scattered randomly on a
200m x 150m 2D field. The placement of the nodes in
the area was random rather than pre-determined locations.
A more realistic propagation model was used, where each
node, depending on its power levels, could send packets
to any node within 2m to 5m from itself; 2m when low
on power and 5m when high on power. This propagation
model is realistic in the sense that there is no assumption
that a sensor node can transmit data at a constant range re-
gardless of power levels. A fixed event map was then gen-
erated, randomly placing 5, 50, 100, 200, 500 events across
the 2D field. A query pattern of 100 queries was then, gen-
erated from a random node to a random event.

As the nodes were initialized, they started to generate
agents which setup paths, the query pattern was then run,
and the number of successful routed queries was recorded.
The performance data in this section is collected over 50
simulation runs.

3.2 Simulation Results

The network was flooded with queries to guarantee high
delivery rate; however, additional N x (1000 — Q) sends
were performed, where )y is the number of delivered
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Figure 1. Simulation of 200 nodes with 5 agents per events.
This resulted in a 97.9% delivery rate.

queries. The average energy used for each query (in a net-
work of 1000 nodes) [2] was

1000 — Q;
1000 ))

where F(q) is the energy spent routing the queries.

The average energy per query and the setup energy
can be used to find the total energy utilized by the network
to route Q queries [2] as follows:

(E(q) + N x (

1000 — Q@ ))
1000

E was set at 10,50 and 100 events. The Agent TTL
and Query TTL remained constant. The agents per event
were set for the values of 5,10, 50 and 100. Varying this
value resulted in findings that the lower the number of
agents per event, the less failures and dropped queries oc-
curred. But this also meant that there were less queries sent
to each node, showing that the fewer agents there are in the
network, the less likely it is for other nodes to be aware of
data being collected in the network. It is shown in Figures 1
and 2 that there were fewer failures and fewer queries in the
network when the agent per event value was set at 5, as op-
posed to 100. The reason being that, more agents would
mean processing more information for the nodes; hence
draining their power. Similar outcomes resulted for other
simulations as well.

Although with the agent per event value set at a higher
value (100 or above), the data would return to the sink
faster only with the expense of the network experiencing
more congestion and failures. Intuitively, the increase in
queries throughout the network also decreases the battery
life of the nodes. It should be noted that since Rumor rout-
ing uses data dissemination to send data from sources to
sink, the energy of the network is depleted faster than some
other protocols.

Table 1 presents the parameters used in the simula-
tions to determine delivery rates. The parameters given are
found to obtain the optimum possible delivery rates for par-
ticular size networks. Although there is no set formula to
determine the optimal values to use, Rumor routing has the
ability to tune to a variety of different applications and net-
work sizes.

E = E(setup) + Q(E(q) + N x (
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Figure 2. Simulation of 200 nodes with 100 agents per
events. However, this resulted in only a 90% delivery rate.

Network | Agents Agent TTL | Query | Delivery
size | per event cycle rate (%)
100 10 57 70 97.2%
200 18 30 24 97.9%
400 15 73 50 97.3%
600 | 28 78 80 97.2%
1000 31 1000 80 98.3%

Table 1. Simulation parameters values

It is important to compare the number of participating
nodes in routing messages from source to sink for each of
the routing protocols at hand. Since the lower amount of
nodes participating in the routing would mean the lower
the energy depletion of the network. From Figure 3, it is
shown that SPIN has used 1000 nodes to send data from
source to sink, while Rumor and SER used only 680 and
30 sensor nodes respectively [1]. We can also conclude
that SPIN may not be suitable if the aim is to deploy the
sensor network for long periods of time since the energy
of the network would be depleted much faster. From these
results, Rumor routing would work the best from small to
medium scale networks.

Another important feature of any routing protocol is
the time it requires to send a data from the source to the sink
(see Figure 4). The shortest time was achieved with Rumor
routing although jitter could not be measured directly for
this protocol. The data has reached to sink on the average
of 0.39 seconds in Rumor routing, while the SER protocol
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Figure 3. The average number of nodes participating in
various routing protocols
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Figure 4. The average travel time of data from the source
to the sink

takes 0.73 seconds with about 0.02 seconds of jitter and
SPIN takes 2.15 seconds for data to reach the sink [1]. The
results produced by the Rumor routing may possibly vary
if the jitter can be properly measured.

4 Conclusions

We compared the performances of three routing protocols,
namely, Rumor routing, SER, and SPIN. SER is a proto-
col particularly suited to large scale networks due to its
excellent efficiency, latency and jitter properties. The fact
that SER does not require nodes to have unique IDs further
strengthens the argument of its suitability to large scale net-
works. SPIN was found to perform better in smaller size
networks because of its efficiency and high latency proper-
ties. The use of SPIN in large scale networks could poten-
tially exhaust system resources in a much faster pace. Ru-
mor routing is considered an alternative protocol to the var-
ious flooding protocols presented. The results have shown
that it is an efficient protocol with a high delivery rate. It
was also concluded that Rumor routing may be most suit-
able for networks with small to medium in size.
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