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Abstract

We consider the problem of coordinating access to the various channels of a single-hop wavelength division mul-

tiplexing (WDM) network. We present a high performance reservation (HiPeR-`) protocol speci®cally designed to

overcome the potential ine�ciencies of operating in environments with non-negligible processing, tuning, and propa-

gation delays. HiPeR-` di�ers from previous reservation protocols in that each control packet makes reservations for all

data packets waiting in a node's queues, thus signi®cantly reducing control overhead. Packets are scheduled for

transmission using algorithms that can e�ectively mask the tuning times. HiPeR-` also uses pipelining to mask pro-

cessing times and propagation delays; parameter ` of the protocol is used to control the degree of pipelining. We use

Markov chain theory to obtain a su�cient condition for the stability of the protocol. The stability condition provides

insight into the factors a�ecting the operation of the protocol, such as the degree of load balancing across the various

channels, and the quality of the scheduling algorithms. The analysis is fairly general, as it holds for MMBP-like arrival

processes with any number of states, and for non-uniform destinations. Ó 2000 Elsevier Science B.V. All rights re-

served.
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1. Introduction

Wavelength division multiplexing (WDM) is
the most promising technology for bridging the
gap between the speed of electronics and the vir-
tually unlimited bandwidth available within the
optical medium [8,10]. The single-hop WDM net-

work architecture [14] is especially appealing be-
cause of the fact that, once information is
transmitted as light in such a network, it will re-
main in the optical form until it reaches the des-
tination. In a single-hop network, both a
transmitter at the source and a receiver at the
destination must operate on the same wavelength
for a successful packet transmission. Thus, the
problem of coordinating access to the various
wavelengths of the network arises. This problem is
further complicated by the fact that, in ATM-like
local area networks (characterized by very high
data rates and very small packet sizes), propaga-
tion delays, processing times, and transceiver
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tuning times all become non-negligible, and may
actually be signi®cantly larger than the packet
transmission time.

In this paper, we present HiPeR-`, a new res-
ervation protocol for coordinating access to the
various channels of a single-hop WDM local area
network. HiPeR-` will be used as the media access
control (MAC) protocol for the DARPA-spon-
sored Helios regional optical network testbed that
is currently being developed jointly by NCSU,
MCNC and Lucent. The protocol is speci®cally
designed to overcome the potential ine�ciencies of
operating in environments with non-zero process-
ing, tuning, and propagation delays. The novelty
of HiPeR-` lies in the fact that, by transmitting a
single control packet, nodes can make reservations
for multiple data packets. Thus, control overhead
is signi®cantly reduced, and nodes can use sched-
uling algorithms that can e�ectively mask tuning
times [19]. HiPeR-` also uses pipelining to mask
processing times and propagation delays; param-
eter ` (the look-ahead) of the protocol controls the
degree of pipelining. Drawing upon results from
Markov chain theory, we obtain a su�cient con-
dition for the stability of the protocol that pro-
vides insight into the factors a�ecting the
protocol's operation. In the analysis, we assume
arrival processes that capture the notion of burs-
tiness and the correlation of interarrival times, two
important characteristics of tra�c in high speed
networks [18].

In the next section, we review some of the
multiple access protocols for single-hop WDM
networks. In Section 3 we present the network and
tra�c model. In Section 4 we describe HiPeR-`,
and in Section 5 we carry out a stability analysis.
In Section 6 we present some numerical results,
and we conclude the paper in Section 7.

2. Why a new media access control protocol?

Access to the various channels of a single-hop
network is usually based on reservation schemes
that require the use of control channels
[5,6,9,11,12,23]. Existing protocols require that
control information be transmitted on the control
channel for each packet sent on the data channels.

In tell-and-go protocols [5,11] the data packet is
sent on the node's home channel immediately after
the transmission of the corresponding control in-
formation. Thus, receiver collisions may arise and
explicit acknowledgments are needed. Other pro-
tocols are tell-and-wait in nature [9,12,22]; nodes
send the control information and wait for the
control slot to reach all receivers. Then, they
process the information in the control slot to de-
termine if a data slot has been reserved for them.
In the event of a successful reservation, the packet
is transmitted in the corresponding slot and
channel. In e�ect, the control slot information in
tell-and-wait schemes is used by the individual
nodes to build a picture of the packet queues at all
other nodes in the network. Decisions about which
packets to be transmitted next are taken in a dis-
tributed fashion based on protocol-speci®c rules
common to all nodes.

The above protocols su�er from two problems:
· The control channel represents an electronic pro-

cessing bottleneck [11] as control information for
N packets must be received and processed for
each packet transmission and reception. At the
envisioned Gigabit per second data rates this
processing overhead can be signi®cantly greater
than the packet transmission time for anything
but networks of trivial size.

· All protocols operate by scheduling a single
packet from each transmitter at a time (typical-
ly, the head-of-line packet). This packet is
scheduled independently of other packets waiting
for transmission at the same node. Hence, one
transmitter and/or receiver tuning time is in-
curred for each packet transmission/reception.
The processing and tuning overhead associated

with each packet on the data channels severely
a�ects the throughput and delay performance of
the network. To get a feeling of the magnitude of
this problem, consider a 1 Gigabit per second
ATM LAN. In such a system, a 1 ls transmitter
tuning latency corresponds to more than two times
the ATM cell transmission time. Further suppose
that the time needed to process a control slot is
equal to one cell transmission time. Then, an
overhead of three cell times is incurred for each cell
transmitted, bringing the maximum achievable
throughput down to 25%!
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A protocol that overcomes the processing bot-
tleneck by introducing k > 1 control channels was
presented in [11]. Its main drawback, however, is
lack of scalability, as it requires N � k wave-
lengths. In fact, almost all control channel proto-
cols require a number of wavelengths at least equal
to the number of nodes N. The MaTPi protocol
[23] uses pipelining to mask the e�ect of tuning
times. The PROTON protocol [12] can operate
with any number of wavelengths, and its design
explicitly considers tuning and processing times.
However, PROTON schedules one packet at a
time, and the results in [12] con®rm the intuition
that high processing and tuning times have a sig-
ni®cant e�ect on delay and throughput.

The distributed queue multiple wavelength
(DQMW) protocol [13] can also operate with any
number of wavelengths, and considers tuning
times when scheduling packets. DQMW attempts
to overcome the head-of-line blocking of other
protocols by considering multiple packets for
transmission by a given node. But these packets
are scheduled independently of each other, thus a
tuning overhead is incurred for each. DQMW also
has higher processing requirements than other
protocols, since two control packets must be sent
for each data packet. FatMAC [21] is a reservation
protocol that does not require a separate control
channel. Instead, all channels operate in cycles,
with each cycle consisting of a control and data
phase. Reservations are transmitted in the control
phase, and the corresponding data packets are sent
in the following data phase. Reservations are made
only for the head-of-line packets, thus a control
and tuning overhead is incurred for each data
packet.

In this paper we present HiPeR-`, a reservation
protocol that has the following important features:
· It is scalable, as it can operate with any number

of channels C6N .
· It may operate without a control channel, thus

all channels are available for data transmission
and no extra hardware is needed to monitor
and access a control channel; this feature is espe-
cially useful when only a limited number of
wavelengths can be supported. Control packets
are transmitted in-band over the same channels
used for data.

· It requires tunability only at one end, and is
symmetric, in the sense that it can be easily im-
plemented using either tunable transmitters or
tunable receivers (in contrast, other protocols ei-
ther require tunability at both ends [11±13] , or
are asymmetric, i.e., they can operate only when
tunability is provided at a particular end [5]).

· It ensures that packet transmissions are free of
channel and receiver collisions.

· It schedules multiple packets for transmission by
a node on a given channel using the algorithms
in [19] which mask the tuning latency. Also, its
control requirements are very low, since a single
control packet can be used to make reservations
for a multiple data packets.

· It uses pipelining to (a) overlap processing (i.e.,
the computation of a schedule) with packet
transmissions, and (b) hide the e�ects of propa-
gation delay. Furthermore, the degree of pipe-
lining can be explicitly controlled through
parameter ` of the protocol.

3. System and tra�c model

3.1. Network model

We consider an optical broadcast WDM net-
work with N nodes, each employing one trans-
mitter and one receiver, as shown in Fig. 1. There
are C wavelengths in the network, k1; . . . ; kC, with
C6N . There is no separate control channel; all
channels are used for data transmission, as well as
for communicating control information. Without
loss of generality, we only consider tunable-
transmitter, ®xed-receiver networks. Each tunable
transmitter can tune to, and transmit on any
wavelength. The ®xed receiver at station j, on the
other hand, is assigned a home channel
k�j� 2 fk1; . . . ; kCg.

The network is packet-switched, with ®xed-size
packets. The bu�er space at each node is parti-
tioned into C independent queues. Each queue
contains packets destined for receivers which listen
to a particular wavelength. This arrangement
eliminates the head-of-line blocking problem, and
permits a node to send a number of packets back-
to-back when tuned to a particular channel. The

V. Sivaraman, G.N. Rouskas / Computer Networks 32 (2000) 211±227 213



network operates in a slotted mode, with a slot
time equal to a packet transmission time. All
nodes are synchronized at slot boundaries. Packets
bu�ered at the cth queue of each node are trans-
mitted on a FIFO basis into the optical medium on
wavelength kc.

We let integer DP 1 denote the number of slots
a tunable transmitter takes to tune from one
wavelength to another. We also let s denote the
one way propagation delay between a pair of
nodes.

3.2. Transmission schedules

One of the potentially di�cult issues that arise
in a WDM environment is that of packet sched-
uling in the presence of non-negligible tuning la-
tencies [1,4,15,17,19]. In [19] we showed that
careful scheduling can mask the e�ects of arbi-
trarily long tuning latencies. The key idea is to
have each tunable transmitter send a block of
packets on each wavelength before switching to
the next. Doing so makes it possible to overlap the
tuning latency at a node with packet transmissions
from other nodes. The main result of [19] was a set
of new algorithms for constructing near-optimal
(and, under certain conditions, optimal) schedules
for transmitting a set of tra�c demands faicg.
Quantity aic represents the number of packets to
be transmitted by node i onto channel kc. The
schedules are such that no collisions ever occur.

They are also easy to implement in a high speed
environment, since the order in which the various
nodes transmit is the same for all channels [19].

Fig. 2 illustrates the part of such a schedule
corresponding to channel kc. Each node i is as-
signed aic contiguous slots for transmitting packets
on that channel. These aic slots are followed by a
gap of gic P 0 slots during which no node may
transmit on kc. This gap may be necessary to ensure
that node i� 1 has su�cient time to tune from
wavelength kcÿ1 before starting transmission on kc.
However, the algorithms in [19] are such that the
number of slots in most of the gaps is equal to ei-
ther zero or a small integer. Thus, the length of the
schedule is very close to the lower bound. The
scheduling algorithms in [19] require complete in-
formation about the tra�c demands faicg. HiPeR-`
is a reservation protocol used by the network nodes
to dynamically share this information.

3.3. Tra�c model

The performance analysis of protocols for
WDM networks has been typically carried out
assuming uniform tra�c and Poisson arrivals.
However, to study correctly the performance of
the network, one needs to use tra�c models that
capture the notion of burstiness and correlation,
two important characteristics of tra�c in high
speed networks, and which permit non-uniform
destinations [18]. To this end, we assume that the

Fig. 1. Network architecture with N nodes and C channels.

214 V. Sivaraman, G.N. Rouskas / Computer Networks 32 (2000) 211±227



arrival process to each node is characterized by a
two-state Markov modulated Bernoulli process
(MMBP), hereafter referred to as
2-MMBP. This is a Bernoulli process whose arrival
rate varies according to a two-state Markov chain.
(For details on the properties of the
2-MMBP, the reader is referred to [16].) We note
that all of our results can be readily extended to
MMBPs with more than two states. The
2-MMBP for node i; i � 1; . . . ;N , is characterized
by the transition matrix Qi, and by Ai as follows:

Qi �
q�00�

i q�01�
i

q�10�
i q�11�

i

24 35; Ai �
a�0�i 0

0 a�1�i

24 35: �1�

In (1), q�kl�
i ; k; l � 0; 1; is the probability that the 2-

MMBP will make a transition to state l, given that
it is currently at state k. Obviously, q�k0�

i �
q�k1�

i � 1; k � 0; 1. Also, a�0�i and a�1�i are the arrival
rates of the Bernoulli process at states 0 and 1,
respectively. The arrival process to each node i is
given by a di�erent 2-MMBP, independent of the
arrival processes to other nodes. From [16] we
obtain the average arrival rate ci of the ith 2-
MMBP as

ci �
q�10�

i a�0�i � q�01�
i a�1�i

q�01�
i � q�10�

i

: �2�

ci is the probability that any slot contains a packet,
regardless of the state of the 2-MMBP. We only
consider 2-MMBPs for which

q�kl�
i > 0; k; l � 0; 1; i � 1; . . . ;N : �3�

Conditions (3) guarantee that the two-state Mar-
kov chain of each 2-MMBP is irreducible and
aperiodic, thus it has a stationary distribution.

We let rij denote the probability that a new
packet arriving to node i will have j as its desti-

nation node. We will refer to frijg as the routing
probabilities. This description implies that the
routing probabilities are source node dependent
and non-uniformly distributed.

4. Description of the HiPeR-` protocol

The operation of HiPeR-` is rather simple:
· Each network node periodically sends control

packets informing all other nodes about its
tra�c demands.

· Each node has a copy of the packet scheduling
algorithm developed in [19]. Upon receipt of
all control packets transmitted by other nodes,
each node independently runs the algorithm to
determine at what time slots to transmit its
own data packets.
There are two main di�erences between HiPeR-

` and any of the protocols that have appeared in
the literature. First, in HiPeR-` a node does not
send a reservation request for its head-of-line
packet only. Instead, each control packet of a node
i contains information about all the packets that
were queued in any of i's C queues at a certain
instant in time. By sending a control packet, node i
is in e�ect making reservations for all packets it
had waiting for transmission at that instant. The
next time node i is scheduled to transmit on
wavelength kc, it will send a number of data
packets back-to-back equal to the number of res-
ervations it made for this channel in the corre-
sponding previous control packet. Secondly,
control packets are not transmitted over a separate
channel. Reservations are in-band over the same
channels used for data. Furthermore, time in the
channels is not divided into distinct reservation
and data phases as in FatMAC [21]. Exactly when
control packets are transmitted will be discussed
shortly.

Fig. 2. Part of the schedule corresponding to packet transmissions on channel kc.
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The next subsection describes a ®rst version of
HiPeR-`. We then extend the protocol by intro-
ducing pipelining to mask the e�ects of long
propagation delays and processing times.

4.1. The basic idea: HiPeR-1

The basic operation of HiPeR-` is illustrated in
Fig. 3. For reasons that will become apparent
shortly, we will refer to this version of the protocol
as HiPeR-1.

Assume that, somehow, each node i has made
reservations for a�k�ic data packets on wavelength kc,
and that these reservations are known to all nodes.
Each node independently runs the scheduling al-
gorithm in [19] to compute a packet transmission
schedule. However, the input to this algorithm is
not quantities fa�k�ic g, but rather quantities
fa�k�ic � 1g; the extra slot is for transmitting a
control packet (more on this shortly). The algo-
rithm will allocate a�k�ic � 1 contiguous slots to node
i for transmission to destinations listening on
wavelength kc. We will call this allocation of slots
to source±wavelength pairs a frame.

Suppose now that at time tk in Fig. 3 all nodes
have constructed the kth frame from the known
quantities fa�k�ic � 1g. Transmission of this frame
can then begin at time tk. Consider the a�k�ic � 1
slots in the frame allocated to node i for trans-
missions on channel kc. Node i will transmit only
a�k�ic data packets in these slots (this is the number
of data slots it had reserved). In the last slot node i
will transmit a control packet with information
about the number of data packets that were in its
C queues at the beginning of the frame (i.e., at time
tk), excluding packets it transmits during this
frame. In other words, a control packet from node
i in frame k carries C integers, a�k�1�

i1 ; . . . ; a�k�1�
iC , and

is used to make reservations for future transmis-
sions on each channel. An identical copy of the
control packet is transmitted by node i on each
wavelength, and carries a special address recog-
nized by all receivers in the network. As a result,
by the time the last packet of the frame reaches all
receivers, each node has complete information
(although somewhat dated) of the queue status at
all nodes. Each node can then use this information
to run the scheduling algorithm anew to determine
the next frame.

Let Fk be the length, in slots, of the kth frame;
Fk includes the D slots required for tuning the
transmitters to their initial channels. Referring to
Fig. 3 we note that at time tk � Fk � s all nodes will
have access to the control information transmitted
in frame k (recall that s denotes the propagation
delay). Let m denote the time it takes to run the
scheduling algorithm to construct the next
frame. 1 At time tk�1 � tk � Fk � s� m, the trans-
mission of frame k � 1 may start. At the same
time, each node i will record the number of packets
in each of its C queues, and will use that infor-
mation for constructing its control packets for
frame k � 1. In e�ect, the value of aic in a control
packet transmitted in frame k � 1 represents the
number of packets that arrived to the cth queue of
node i between time tk (the beginning of

Fig. 3. Operation of HiPeR-` when the look-ahead ` � 1.

1 One important aspect of the scheduling algorithms in [19] is

that their running time depends only on system parameters such

as the number of nodes and channels, not on the actual frame

length.
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transmission of frame k) and time tk�1 (the begin-
ning of transmission of frame k � 1).

As described, the protocol is said to have a
look-ahead ` � 1, since control information trans-
mitted during the kth frame is used to construct
the �k � 1�th frame; thus the name HiPeR-1. This
protocol falls into the class of gated reservation
schemes [3], since only those packets that arrived
prior to the beginning of frame k will be trans-
mitted in frame k � 1. The di�erence between
HiPeR-` and traditional reservation protocols
(including FatMAC [21]) is that HiPeR-` does not
have a distinct reservation phase. Instead, control
packets are transmitted within a frame along with
data packets. This is necessary in order to mini-
mize the tuning overhead. If there was a separate
reservation phase, the transmitters would have to
(a) tune to each channel during the reservation
phase to transmit a single control message, and
(b) tune to each channel during the data phase to
transmit the data packets.

In our discussion so far, we have assumed that
the size of a control packet is equal to that of a data
packet. This is a reasonable assumption for net-
works with small data packets. Let B be the size of
each of the C queues at each node. Since a control
packet carries the size of each queue, its length is
equal to C log2 B bits plus the header. If the size of
each data packet is signi®cantly larger than C log2 B
bits, it would be ine�cient to use a data slot for
transmitting the small amount of control informa-
tion required. It is possible, however, to overcome
this ine�ciency as follows. Let L be an integer such
that the size of each data packet is L times the size of
the control packet, and assume that the unit of time
(slot) in the network is the control packet trans-
mission time. When a node i makes reservations for
aic packets, it is allocated Laic � 1 slots which are
su�cient for transmitting aic data packets and one
control packet. Without loss of generality, in the
following we only consider the case where control
and data packets have the same size.

4.2. Masking processing and propagation delays
through pipelining

Observe in Fig. 3 that there are no transmis-
sions in an interval of size s� m between the end of

frame k (at time tk � Fk) and the beginning of
frame k � 1 (at time tk�1). If quantity s� m is small
compared to the average transmission time of a
frame, a system running HiPeR-1 will achieve a
reasonable throughput. In a high data rate envi-
ronment, however, processing and propagation
delays may be signi®cantly long. As a result, the
basic protocol of Fig. 3 will experience long idle
times with severe e�ects on overall throughput. We
now show how pipelining can solve this problem
and keep channel utilization at high levels.

Pipelining can be introduced in the protocol by
using values of look-ahead greater than one. Fig. 4
illustrates the operation of HiPeR-` when the
look-ahead ` � 4. Let us consider frame k � 1
whose transmission starts at time tk�1. Control
packets transmitted within this frame carry infor-
mation about the number aic of data packets that
arrived to the various queues in the interval
�tk; tk�1�. However, this information is not used for
constructing frame k � 2. As we see in Fig. 4, the
information carried by the control packets trans-
mitted in frame k � 1 has not been processed until

Fig. 4. Operation of HiPeR-` when the look-ahead ` � 4.
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after time tk�4 when frame k � 4 starts. Thus, this
information is used to construct frame k � 5 whose
transmission starts at time tk�5. In general, we have
the following rule:

When the look-ahead is `P 1, the control
packets of each frame k carry information
about the data packets that arrived during
the previous frame k ÿ 1. This information
is used to construct frame k � `.

As Fig. 4 indicates, by selecting an appropriate
value for the look-ahead `, we can ensure that a
frame is ready for transmission immediately after
the end of the previous frame, thus keeping
channel utilization at high levels. Let �F denote the
average frame transmission time. Then, the value
of the look-ahead should be selected as

` � s� m
�F

� �
: �4�

Note, however, that (4) is not su�cient to guar-
antee that no idling will occur. Because of the
stochastic nature of the system, it is possible that
during a relatively long period of time, only a few
packets arrive. If, as a result of such a behavior,
the transmission time of a number of successive
frames is smaller than the processing time m, then
idling will occur. This is due to the fact that
control information in a frame cannot be pro-
cessed until after the schedule based on control
packets in the previous frame has been complet-
ed. Thus, if a series of very short frames are
transmitted, the processing times will dominate,
causing some channel idling. There are two ways
to overcome this problem. The ®rst, suggested by
the authors of PROTON [12], is to employ mul-
tiple processing resources at each node so that
they can process control information of more
than one frames in parallel. Alternatively, it is
su�cient that the processing time m be smaller
than the transmission time of the smallest possi-
ble frame, one carrying only control packets (N
packets per channel). However, even if none of
these approaches is possible, we do not expect
channel idling to be a problem if the look-ahead `
is selected as (4) speci®es. Unless the network
operates at very low loads, the probability of

having multiple consecutive short frames is very
low, and thus, the propagation and processing
times will be overlapped most of the time.

HiPeR-` incurs an overhead of NC control
packets for each frame transmitted (each node
sends one control packet on each wavelength). In
terms of e�ciency, this overhead is not expected to
be a problem except at very low data rates when a
frame may carry a small number of data packets.
The advantage of in-band reservations over control
channel-based schemes is that all available wave-
lengths can be used to transmit data, and no extra
hardware is needed to monitor and access the
control channel. If necessary, however, HiPeR-`
can be easily adapted to use out-of-band reserva-
tion messages. In this case, for each frame of data
packets a node needs to send exactly one control
packet on the control channel. Thus, only a small
fraction of the control channel capacity is needed
for reservation messages; the remaining capacity
can be used for other purposes, such as network
management, synchronization, etc.

Finally, we note that HiPeR-`, as many other
reservation protocols for single-hop networks, re-
lies on distributed computations to create and
maintain a network-wide packet queue, based on
which packet transmissions are scheduled. Since
all nodes use the same algorithm and the same
input values obtained from the control packets,
they will all compute the same schedule. As long as
all nodes are functioning correctly, this mode of
operation will work quite well. However, even one
node that breaks down and starts transmitting
without respect to the common rules will create
chaos. In these situations, techniques and mecha-
nisms are needed to detect and isolate malfunc-
tioning nodes, and to restore normal operation
even in a subset of the available wavelengths. The
problem of devising such techniques and mecha-
nisms is beyond the scope of this paper, and
should be explored in future research.

5. Performance analysis

An analysis of TDMA schemes in which a node
is allocated multiple consecutive slots per frame
has been carried out in [20]. There, the generating
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functions of the queue size and of the delay dis-
tribution are derived for fairly general arrival
processes. The model in [20] assumes a ®xed
TDMA frame size, with each node receiving a
®xed number of slots occupying the same positions
in every frame. In HiPeR-`, however, each node
will make reservations for a di�erent number of
slots from frame to frame. Consequently, the
frame size will vary. Furthermore, the scheduling
algorithm is run anew for each frame. Therefore,
the order in which the various nodes transmit may
be di�erent in consecutive frames. As a result, the
analysis in [20] is not applicable here.

For the same reasons, an exact delay analysis of
a system running HiPeR-` appears to be di�cult.
We note, however, that packet delay is directly
related to the frame size. In the following, we carry
out a stability analysis of HiPeR-` and obtain a
su�cient condition on the total arrival rate to the
network for the frame size to remain bounded.
Although in our analysis we assume that the ar-
rival process to each node is described by a
2-MMBP, it can be easily seen that the same
condition applies to other MMBP-like processes
with a larger number of states.

Before we proceed, we note that there are two
factors that directly a�ect the operation of a net-
work running HiPeR-`: the degree of load bal-
ancing across the various channels, and the quality
of the scheduling algorithm used. In order to
quantify their e�ect on the performance of the
protocol, we de®ne two parameters, as follows:
· Degree of load balancing �b P 0. Let Ak be the to-

tal number of data packets arriving to the net-
work nodes within frame k. Each of these
packets will be transmitted on one of the C
channels in a future frame. If the load is perfect-
ly balanced across the C channels, each channel
will carry exactly Ak=C of these packets. In gen-
eral, the tra�c load will not be perfectly bal-
anced. Parameter �b is de®ned so as to provide
an upper bound on the number of packets to
be carried by any single channel. Speci®cally,
for any frame k, no more than �1� �b��Ak=C�
of the packets arriving during that frame are
destined for any given channel. Under perfect
load balancing, �b � 0. The degree of load bal-
ancing �b can be controlled if slowly tunable,

rather than ®xed receivers are used. Then, as
the tra�c pattern changes, dynamic balancing
techniques may be employed, i.e., nodes may
be assigned new receive wavelengths, so as to
keep the load evenly spread across all channels
[2].

· Scheduling guarantee �s P 0. Let bFk be the lower
bound on the length of frame k, based on the
data reservations made in a previous frame. Pa-
rameter �s is de®ned such that, the algorithm
used to schedule packet transmissions will, on
the average, 2 construct a frame of length at
most �1� �s� bFk .

5.1. Markov chain model

Consider a network running HiPeR-` with a
look-ahead `P 1, as shown in Fig. 4. We will call a
collection of `� 1 consecutive frames a super-
frame. Our analysis below is based on the obser-
vation (refer to Fig. 4) that the data packets
transmitted within a superframe are exactly those
packets that arrived to the various network nodes
during the previous superframe.

We analyze the system by constructing its un-
derlying Markov chain (MC) embedded at super-
frame boundaries. We observe the system at an
instant just before the beginning of a new super-
frame. The state of the system is described by the
tuple �x; y�, where
· x represents the length, in slots, of the super-

frame that is about to be transmitted
(x � 0; 1; 2; 3; . . .).

· y is a vector y � �y1; . . . ; yN �, with yi indicating
the state of the arrival process to node i
(yi � 0; 1; i � 1; . . . ;N ).
As the state of the system evolves in time, it

de®nes a MC M. To see this, let (x; y� be the
current state of the system, and (x0; y0) be the state
at the beginning of the next superframe. Obvi-
ously, the new state y0 of the arrival processes

2 As we shall see in the proof of Lemma 5.2, only the average-

case behavior of the scheduling algorithm needs to be known

(and it can be determined empirically). This result is important

since it is well-known [7] that most scheduling algorithms can be

expected to do much better than their worst-case bounds.

V. Sivaraman, G.N. Rouskas / Computer Networks 32 (2000) 211±227 219



depends only on the current state y and the num-
ber of slots x that will elapse. The length x0 of the
new superframe depends on (a) the number of
arrivals during the current superframe and how
these packets are distributed across the various
channels, (b) the number of control packets to be
transmitted within the superframe, and (c) the
scheduling algorithm used. The number of arrivals
in the current superframe depends only on the
state y of the arrival processes at the beginning of
the superframe, and its length x. The number of
control packets transmitted within a superframe is
�`� 1�CN , since the superframe consists of `� 1
individual frames. The scheduling algorithm used
is independent of the system state. Therefore, the
new length x0 also depends only on the current
state (x; y).

Let P ��x; y� ! �x0; y0�� denote the probability
that the system makes a transition to state �x0; y0�,
given that it is currently in state �x; y�. (Given the
description of the N 2-MMBPs, the value ` of the
look-ahead, and the scheduling algorithm, the
transition probabilities are completely speci®ed.
However, as we shall shortly see, the exact values
of these transition probabilities are not necessary
in our analysis.) It is now straightforward to verify
that, if conditions (3) hold, MC M is irreducible
and aperiodic. Thus, M will have a stationary
distribution if we can ®nd scalars fp�x;y�g such thatP
�x;y� p�x;y� � 1, and they satisfy

p�x;y� �
X
�x0 ;y0�

p�x0;y0�P ��x0; y0� ! �x; y��; 8�x; y�: �5�

Solving Eqs. (5) by inspection requires writing
out the actual values of the transition probabili-
ties, a complicated task. However, we are only
interested in obtaining a condition for MC M to
have a stationary distribution. We now observe
that random variable y can take exactly K � 2N

values which we will denote by y1; . . . ; yK . Let us
partition the state space of MC M into subsets Sx

of states with the same superframe length:
Sx � f�x; y1�; . . . ; �x; yK�g. We construct a new MC
M0 embedded at superframe boundaries, with
state space fSxg, and transition probabilities Px;x0 ,
where Px;x0 is equal to the transition probability in
MC M from the states in Sx to the states in Sx0 ,

Px;x0 �
X

x;y2Sx

p�x;y�
X

x0 ;y02Sx0

P ��x; y� ! �x0; y0��: �6�

We now prove the following lemma.

Lemma 5.1. MC M has a stationary distribution iff
MC M0 also has a stationary distribution.

Proof. In the forward direction, suppose that there
exist positive scalars fp�x;y�g that satisfy (5) and
sum up to 1. It is straightforward to see that MC
M0 will have a stationary distribution fpxg, where
px �

P
y p�x;y�; 8x. In the reverse direction, sup-

pose that M0 has a stationary distribution fpxg.
Since each time state Sx of MC M0 is entered the
random variable y will have one of K possible
values, there will exist positive scalars fp�x;yi�g;
i � 1; . . . ;K; whose sum will equal px, and which
will satisfy (5). �

We are now ready to prove our main result.

Lemma 5.2. Let c �PN
i�1 ci be the total arrival

rate to the network, and suppose that we have

c <
C

�1� �b��1� �s� : �7�

Then, MC M0 has a stationary distribution.

Proof. Let Dx denote the drift at state x of M0.
Because of Pake's lemma [3, 3A.5], in order to
show that M0 has a stationary distribution, we
only need to show that there exist a state x0 P 0
and a scalar d > 0 such that,

Dx6 ÿ d; 8x > x0: �8�
The drift at state x of MC M0 can be written as

Dx � E�x0jx� ÿ x; �9�
where E�x0jx� is the expected length of the next
superframe given that the length of the current
superframe is x slots.

The expected number of packets that arrive in
the current superframe of size x slots, indepen-
dently of the state of the arrival processes at the
beginning and end of the superframe, is cx, where c
is the sum of the arrival rates to the network
nodes. Because of the de®nition of parameter �b,
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no more than �1� �b��cx=C� of these arriving
packets are destined for any given channel. In
addition, there are �`� 1�N control packets that
will be transmitted on each wavelength within the
next superframe. Therefore, the expected number
of packets (data plus control) transmitted on any
channel during the next superframe cannot be
greater than �1� �b��cx=C� � �`� 1�N . Because of
the de®nition of parameter �s, the length of this
next superframe cannot be greater than �1� �s�
times this last quantity. Therefore, we can bound
the expected length of the next superframe by

E�x0jx�6 �1� �s� �`� 1�NC � �1� �b�cx
C

: �10�

If we use this expression in (9), we obtain an
upper bound on the drift at state x,

Dx6 �1� �s� �`� 1�NC � �1� �b�cx
C

ÿ x: �11�

After some algebraic manipulation of (11), we ®nd
that (8) is satis®ed if we let

x0 � d� �1� �s��`� 1�N
1ÿ �1� �b��1� �s��c=C�
� �

: �12�

This x0 is positive i� (7) holds. �

Finally, by combining Lemmata 5.1 and 5.2 we
obtain the desired result,

Corollary 5.1. If the total arrival rate satisfies (7)
then MC M has a stationary distribution.

The stability condition (7) is simple yet power-
ful, as it provides insight into the two main factors
that determine the performance of the network,
namely, the degree of load balancing, and the
quality of the scheduling algorithm. As we can see,
the lower the degree of load balancing (i.e., the
larger the value of �b in (7)), the lower the maxi-
mum arrival rate that the network can sustain
(recall that C is the capacity of the network).
Similarly with the scheduling e�ciency, captured
by parameter �s in (7). Although (7) was derived
speci®cally for HiPeR-`, we believe that these two
factors play a similar role in any reservation pro-
tocol for single-hop networks.

Let �F denote the mean frame size when the
stability condition (7) is satis®ed. From the de®-
nition of the look-ahead `, a packet arriving dur-
ing a frame k will be transmitted to its destination
within frame k � `� 1. We can then obtain the
following expression for the mean packet delay �D:

�D � �`� 1� �F : �13�

6. Numerical results

We demonstrate the operation of the HiPeR-`
protocol by considering two networks, each with
N � 40 nodes and C � 10 channels. The two net-
works have the same broadcast architecture shown
in Fig. 1, but they di�er in how tra�c is distributed
across the destination nodes. The ®rst network,
hereafter referred to as the uniform-routing net-
work, is such that the destination of a packet is
uniformly distributed across all destinations,

rij � 1

39
8i 6� j �uniform-routing network�

�14�
The second network is a client±server network.
There are two servers (nodes 1 and 2) and 38 cli-
ents (nodes 3 through 40). The routing probabili-
ties are

rij �

0 i � j

0:01 i � 1; j � 2 or i � 2; j � 1

0:99=38 i � 1; 2; j � 3; . . . ; 40

0:114 i � 3; . . . ; 40; j � 1; 2

0:772=38 i; j � 3; . . . ; 40

8>>>>>><>>>>>>:
�client±server network� �15�

The arrival process to each of the nodes of
either network is described by a di�erent 2-MMBP.
Since it is not practical to provide the matrices Q

and A for the 40 2-MMBPs of each network, we
instead show two important parameters for each
2-MMBP. In Fig. 5 we show the arrival rate
ci; i � 1; . . . ; 40, in (2) of the 2-MMBPs describing
the arrival process to each of the 40 nodes of the
two networks. The total arrival rate to each net-
work is c � 7:344. In Fig. 6 we show the squared
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coe�cient of variation of the interarrival time
obtained in [16]. As we can see, the arrival pro-
cesses were selected so that the two parameters
take a wide range of values.

Based on the results of the previous section, we
have assigned receive wavelengths to the various
nodes so as to spread the tra�c evenly across the

channels. For the uniform-routing network this
can be achieved by simply assigning each of the 10
wavelengths to exactly four receivers. In the client±
server network, however, there is more tra�c en-
tering the two servers. Therefore, we have decided
to assign one wavelength to each of the two serv-
ers, while the remaining eight wavelengths are

Fig. 5. Arrival rate of the arrival processes.

Fig. 6. Squared coe�cient of variation of the interarrival time for the arrival processes.
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shared by the other 38 nodes (six of these wave-
lengths are each shared by ®ve nodes, while the
other two are each shared by four nodes).

We have run a number of simulations to de-
termine the frame size and mean packet delay in
these networks running HiPeR-` for various values

of the look-ahead `. In our simulations we assume
that the propagation delay s � 20 slots, the pro-
cessing time m � 100 slots, and the tuning latency
D � 4 slots. Figs. 7 and 8 plot the actual and mean
frame size of the uniform-routing and client±server
network, respectively, when the look-ahead ` � 1.

Fig. 7. Frame size of the uniform-routing network when the look-ahead is ` � 1.

Fig. 8. Frame size of the client±server network when the look-ahead is ` � 1.
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The size of the ®rst 3000 frames in the simulation is
plotted. We can see that the mean is well-de®ned,
and that the size of individual frames oscillates
around this mean, as expected. Also, both the
average and the actual frame size is larger for the
client±server network, due to the high tra�c con-
centrated on the two channels allocated to the
server nodes.

In Figs. 9 and 10 we plot the mean frame size as
a function of throughput for the uniform-routing
and the client±server network, respectively. The
®gures also show how the average frame size is
a�ected by the value of the look-head, `. For both
networks, when ` is increased from 1 to 2, there is
a signi®cant decrease in the frame size. This can be
explained by noting that, when the look-ahead is 1,
there is an idle period after the end of each frame
equal to s� m � 120 slots (refer also to Fig. 3).
During this period, packets may arrive to the
network nodes, but no packets are transmitted.
Thus, the average frame size �F has to be large
enough so that, on average, the number of packets
transmitted during �F slots equals the number of
packets arriving during �F � 120 slots. When ` � 2,
the propagation delay and processing time of 120
slots are completely overlapped with the trans-

mission of the next frame, no idling occurs, and
the frame size is smaller. Since ` � 2 is su�cient to
completely mask the 120 slots of propagation de-
lay and processing time, there is nothing to gain
from making ` � 3 or 4, and the average frame size
is not a�ected signi®cantly.

In Figs. 11 and 12 we show the delay versus
throughput curves for the uniform-routing and
client±server network, respectively. The mean delay
values are plotted with 95% con®dence intervals,
which, however, are so narrow that they are not
visible. A look-ahead of 1 has the worst
performance, as expected. Also, at low loads, a
look-ahead ` � 3 provides for shorter delays than
a look-ahead ` � 2, while the opposite is true for
higher loads. At low loads, few packets arrive dur-
ing a frame, thus the average frame size when ` � 2
is not large enough to completely overlap the
propagation delay and processing time. Thus, idling
occurs after the end of two frames, and the result is
longer delays than a look-ahead ` � 3. As the load
increases, the average frame size for ` � 2 also in-
creases. When the load is such that the 120 slots are
completely masked with ` � 2, no further gain is
possible by using ` � 3. That is, a look-ahead ` � 3
will not decrease the frame size, but will increase the

Fig. 9. Average frame size vs. throughput for the uniform-routing network.
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delay, as seen from (13). Finally, a look-ahead of
` � 4 or more o�ers no advantage compared to a
look-ahead of ` � 3, resulting in a higher delay.

Our results indicate that, in order to achieve the
best performance possible, the value of the look-
ahead must be carefully selected to ensure that

propagation and processing times are completely
overlapped. In our experiments, we have also ob-
served that the frame size and the mean packet
delay are mainly determined by the degree of load
balancing and the quality of scheduling, in agree-
ment with (7).

Fig. 11. Delay vs. throughput for the uniform-routing network.

Fig. 10. Average frame size vs. throughput for the client±server network.
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7. Concluding remarks

We have considered the media access problem
arising in single-hop WDM networks. We intro-
duced HiPeR-`, a new reservation protocol de-
signed to overcome the problems posed by non-
negligible processing, tuning, and propagation de-
lays. In HiPeR-`, nodes send multiple reservation
requests in a single control packet. As a result, the
control requirements of the protocol are low, and
nodes can use algorithms that schedule multiple
packet transmissions on each wavelength, e�ec-
tively masking the tuning latency. The parameter `
controls the degree of pipelining in the operation of
the protocol, and can be used to mask the propa-
gation delay and the processing time. We have de-
rived a condition for the protocol to reach stability
that mathematically captures the e�ect of load
balancing and of the e�ciency of the scheduling
algorithm on the the overall network performance.
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