90 Degree 1H Pulse Calibration Methods in NMR

by

Jeffrey Jiang

Thesis submitted as a requirement for the degree
Bachelor of Engineering/Master of Engineering in Electrical Engineering

Submitted: October 27, 2016
Supervisor: Dr. Elias Aboutanios
Co-Supervisor: Donna Lynn Kocherry

Student ID: z3463404
Course Code: ELEC4121
Title: 90 Degree 1H Pulse Calibration Methods in NMR

Student Name: Jeffrey Jiang     Student ID: 3463404

A. Problem statement

Although there is currently pulse calibration methods currently in practice, they suffer from severe inefficiency or degrading accuracy. Thus, a new method is desired to address these concerns by employing an accuracy to efficiency optimisation. The task at hand is to design or improve upon a robust algorithm for accurate 90° pulse width estimation in the nature of an NMR pulse calibration process. The algorithm is required to estimate the pulse width at the first maximum occurrence, and other parameters if necessary, of a discrete sinusoid extracted from correlated lines in an array of frequency spectra with additive Gaussian noise and quantisation noise. As an improved calibration method, the total process time should be minimised and accuracy of results optimised.

B. Objective

| Review and criticise relevant literature in the field of NMR pulse calibration. |
| Implement accurate frequency estimation through creating and analysing a mathematical signals model. An algorithm will be chosen and refined accordingly. |
| Simulate the proposed calibration method using Matlab to run the algorithms and simulate test data for inspection and analysis. |
| With the goal of complete automation in mind, create an algorithm that is optimised for overall performance using a posteriori knowledge. |

C. My solution

| Spectrum peak correlation based on amplitude. |
| Pulse calibration using frequency estimation. |
| Automated process based on optimised parameters. |

D. Contributions (at most one per line, most important first)

| New pulse calibration method utilising digital signals processing techniques. |
| Optimised parameters based on both simulation and practice. |
| Complete automation of process. |
| Accuracy to efficiency trade-off. |
| New method performance assessment. |
| Comparison and contrast between new and current methods. |

E. Suggestions for future work

| Integrate process into Bruker Topspin software to run natively. |
| Enhance algorithm with dynamic, adaptive parameters to optimize with varying conditions. |

While I may have benefited from discussion with other people, I certify that this report is entirely my own work, except where appropriately documented acknowledgements are included.
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Abstract

In this thesis report, a novel method for determining the $90^\circ$ pulse width for calibration in Nuclear Magnetic Resonance spectroscopy experiments is conceptualised and proposed. This method will aim to estimate the frequency of a real sinusoid with additive white Gaussian noise and spin physics alterations using a novel algorithm for the estimation of the parameters of a real sinusoid in noise given by Aboutanios, Kocherry and Ye. Research into current calibration methods and the potentiality of the proposed solution are presented to indicate the possible improvements in the accuracy and efficiency of the $90^\circ$ pulse width determination. Simulation results are shown to prove the proposed method could provide more accurate calibration whilst also optimising the accuracy to efficiency trade-off.
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Chapter 1

Introduction

1.1 Background

Nuclear Magnetic Resonance (NMR) spectroscopy is a very powerful tool in the goal of analysing and identifying the properties of specific chemical compounds, such as structure, purity and bonds. It is a branch of spectroscopy that primarily deals with the phenomenon in which a large number of nuclei of atoms that possess magnetic moments are subjected to an external magnetic field. NMR utilises a fundamental quantum mechanical property known as spin [1]. Specifically, for the area of study of this thesis, we will be focusing on liquid state NMR and the spin of a hydrogen nucleus: A single proton. A spinning proton is similar to a rotating mass of charge, which induces a magnetic field around it[2]. When introduced into a strong external applied magnetic field, the magnetic moment $\mu$ of the nuclei can either align with the external magnetic field or against the external magnetic field; in the opposite direction. When aligned with the external magnetic field ($s = +\frac{1}{2}$), this state is known as the ‘low energy spin state’, or the $\alpha$ state, and against the magnetic field ($s = -\frac{1}{2}$) is the ‘high energy spin state’, or $\beta$ state[3]

Obviously, there is an energy difference between these states due to the Zeeman interaction. This difference, called the Zeeman energy, is proportional to the strength of the applied external magnetic field and the physical structure, bonding, and position of the nuclei. Given by the equation:

$$E = -\mu \cdot B_0 \tag{1.1}$$

where $E$ is the Zeeman energy and $B_0$ is the strength of the external magnetic field.
This energy difference between the two spin states also corresponds to a certain frequency due to the Planck relation \( E = hf \), where \( h \) is the Planck constant. The corresponding characteristic angular frequency is known as the Larmor frequency, and tends to fall within the radio frequency (RF) region of the electromagnetic spectrum[4]. Therefore, exposing an element or compound to a radiation pulse containing this frequency will allow the nuclei in the \( \alpha \) state to absorb the corresponding energy and excite to the \( \beta \) state.

When the RF radiation stops being applied and the excess energy is gone, those excited nuclei will fall back down to the \( \alpha \) state. In doing so, they will emit the energy at their resonant frequency which is then detected by the NMR spectroscopic machine. This data presents itself as a Free Induction Decay (FID) signal which is composed of a superposition of exponentially decaying sinusoids, one for each of the resonant frequencies detected. In FT-NMR[5], the technique studied in this thesis, the Fourier transform (FT) of the FID signal is taken, producing a spectrum of line shapes of a characteristic Lorentzian nature, known as the chemical shift seen in Figure 1.1 below. The properties of these lines give us valuable information towards the properties of the nuclei or compound[6].

![FID - Time Domain Signal → Fourier Transform → Spectrum – Frequency Domain](image)

Figure 1.1: FIDs and Chemical Shifts[7]
1.2 Context

In the field of NMR spectroscopy, experiments rely on the radiation pulse sequence, namely the $90^\circ$ pulse width (pw90)[8]. The pulses are generally defined by their angle of rotation, known as the flip angle or nutation angle, and the amount of rotation is dependent on the power and width of the pulse. A maximum signal is obtained with a $90^\circ$ pulse. Thus, the pw90 is the amount of time in microseconds that the pulse of energy must be applied to the particular sample in order to produce a maximum signal to noise ratio (SNR). The value of the pw90 depends on a variety of factors including the nucleus, probe tuning and salt concentration, and can be unique even to different experiments conducted under the same conditions[9]. As such, these pulses must be calibrated as per experiment to ensure correct and optimal results.

The accurate detection of the pw90 is especially important in higher complexity NMR experiments such as correlation spectroscopy (COSY) and nuclear Overhauser effect spectroscopy (NOESY) experiments[6]. In simple routine one-pulse experiments, the pw90 can be roughly estimated without sufficiently reliable results. However, in advanced one dimensional (1D), two dimensional (2D) and higher NMR experiments, the reliance on an accurately determined pw90 is much more influential. Even seemingly insignificant errors can build up to devastating effects due to the repetitive pulsing nature of these experiments. With each repeated pulse, the error in an inaccurate pw90 value can accumulate and be the difference between an ideal spectrum and a meaningless result[10].

In this paper, we will be looking at determining the pw90 through calibration of the pulse width as the pulse power is dependent and limited to the specification of the probes being used. The ideal amplitude to pulse width relationship follows the form of a real sinusoid[9], thus the development of a robust algorithm to estimate the frequency and, hence, the pw90 is a fundamental and overlooked problem in NMR spectroscopy. Existing methods for pulse calibration do not harness the potential of signals processing and consequently suffer in both accuracy and efficiency. These methods are unacceptably outdated or incompetent in accurate estimation of the pw90.

An algorithm based on a digital signals processing method such as Aboutanios and Mulgrew’s (A&M)[11] and Aboutanios, Kocherry and Ye’s[12] frequency estimation algorithm could see to a great improvement in both increasing the efficiency and accuracy of the calibration process and, therefore, in the experiment of interest to follow.
1.3 Problem Statement

Although there is currently pulse calibration methods currently in practice, they suffer from severe inefficiency or degrading accuracy. Thus, a new method is desired to address these concerns by employing an accuracy to efficiency optimisation. The task at hand is to design or improve upon a robust algorithm for accurate 90° pulse width estimation in the nature of an NMR pulse calibration process. The algorithm is required to estimate the pulse width at the first maximum occurrence, and other parameters if necessary, of a discrete sinusoid extracted from correlated lines in an array of frequency spectra with additive Gaussian noise and quantisation noise. As an improved calibration method, the total process time should be minimised and accuracy of results optimised.

1.4 Outline

Throughout this thesis report, an alternative method for 90° pulse calibration in NMR experiments is constructed. The current calibration methods are assessed and a proposed alternative method is presented to improve and refine upon the current method based on parameter optimisation. The novel frequency algorithm developed by Aboutanios, Kocherry and Ye[12] will be analysed and selected as the potential enhancement. By employing the algorithm, the number of required samples and destructive spin effects can be reduced, and the efficiency and accuracy can be maximised.

In Chapter 2, a literature review for the current methods in use, consisting of Parameter Optimisation and PulseCal. Chapter 3 jumps into the proposed solution to improve on calibration processes with the new frequency estimation algorithm. Chapter 4 states the objectives of this thesis and Chapter 5 shows the preliminary signal modeling of the system. The simulated and practical results of the new calibration process are presented in Chapter 6 and 7 respectively. Chapter 8 discusses the results and provides a comparison with the current methods. Finally, Chapter 9 concludes the report with a reiteration of important points and possibilities for the future work and expansion.
Chapter 2

Literature Review

The two main calibration methods currently in use are the POPT and PulseCal pulse calibration methods.

2.1 Parameter Optimisation (POPT) Method

2.1.1 Method of Operation

This method involves the setting of an array of incrementally increasing pulse width values and subjecting the target to a series of repeated irradiation and scans with each of these pulse widths. Each of these repetitions are known as a one-pulse experiment and are calibrated with a delay-pulse-acquire sequence. The fundamental NMR equation

$$\omega_1 = \gamma \times B_1$$

(2.1)

where $\omega_1$ is the rate of rotation around the $B_1$ vector, referred to as the nutation, and $\gamma$ is the gyromagnetic ratio of the nucleus being observed, shows us that because the nutation frequency of a nucleus is directly proportional to $\gamma$, the duration of its pw90 is inversely proportional to $\gamma$ [9].

This means that each one-pulse experiment with differing pulse widths will cause the active nucleus to absorb and re-emit differing levels of energy, resulting in a unique free induction decay (FID) for each scan. The FIDs of varying amplitudes are then Fourier transformed. Doing so results in a collection of spectra that, when plotted side by side, the main peaks will represent a discrete sinusoidal envelope that is proportional to the response from the given NMR-active nucleus, as seen in Figure 2.1. Basic math is then applied to this sinusoid to find the maximum peak response, usually via finding null points at 180° or 360° and dividing by 2 or 4 respectively[13].
2.1.2 Disadvantages

This method is simple, however, it is practically flawed in both real world application and also in the field of signals processing. Each pulse width in the array is essentially an NMR experiment in itself. This causes a relatively large calibration time, having to wait at least the $T_1$ relaxation time between each one-pulse experiment[14]. This usually means that the calibration process is far longer than the actual following experiment conducted using the pw90 calibration information. Secondly, the basic math involved is greatly insufficient to conclude a calibrated pulse width. The sinusoid envelope is essentially discrete and applying continuous properties to it without prior interpolation or estimation will give large, growing errors with every consecutive step. In many cases the envelope is hardly sinusoidal at all as there are several aspects of spin physics which can alter the sinusoidal response expected during a pulse width calibration such as $T_1$ abuse and radiation damping[9, 15]. Assuming a perfect sine wave, as POPT does, is a crucial mistake as it will most likely be skewed and imperfect and using division of null points to estimate the peak will be far from ideal.

2.1.3 Summary

Advantages:

- Extremely simple

Disadvantages:

- Long calibration time

- Uses basic sin properties on a discrete, imperfect sinusoid which will produce errors
• May not be amenable to automation; pulse width array and peak correlation may require human input and judgment

• Affected by radiation damping, T1 abuse, and off-resonance behaviour, relaxation during pulse, etc.

2.2 PulseCal (Nutation) Method

2.2.1 Method of Operation

This method, proposed by Wu and Otting[16], for rapid pulse length determination revolves around measuring the nutation of the magnetisation vector directly instead of post-collection of a series of spectra. This method is claimed to have a much faster total calibration time as the irradiation and sampling is done ‘simultaneously and continuously’. As the nucleus is subjected to continuous irradiation along the x-axis, the net magnetisation vector rotates about the z-y plane. The frequency of this nutation is directly proportional to the pulse power, hence, the nutation angle is directly proportional to the pulse width. By taking the Fourier transform of this magnetisation vector’s FID, the frequency of the rotation in the z-y plane can be found. Since the projection of vector on the y-axis oscillates as a sine wave, the Fourier transform will produce an anti-phase doublet centred around zero, with the distance \( \Delta v \) between being double the frequency of nutation. The inverse of the frequency produces the 360° (one full rotation around the z-y plane) pulse width and the 90° pulse width would simply be a quarter of that, ie. \( \text{pw}_{90} = \frac{1}{2 \Delta v} \).

Since the detection is done continuously, the time needed for calibration in the PulseCal method is far shorter than the total time of repeated experiments of the POPT method. Apart from time, the main advantage of this method is the compatibility for automation. 90° pulse calibration is a necessary prerequisite to any NMR experiment but does not provide useful information in itself. Therefore, automation of this repetitive process is highly requested. With the use of only one nutation scan and no user inputted variables, this method is prime for automation as every step does not require any judgement or insight, only calculation.

Wu and Otting also claim that their method is very accurate in regards to carrier frequencies that are off-resonance. Giving the effective nutation frequency \( \omega_{eff} = \sqrt{\omega_1 + \Omega} \), where \( \omega_1 \) is the RF carrier frequency and \( \Omega \) is the difference between the RF and the Larmor frequency. Using this Pythagorean formula, at high frequencies, carrier frequencies that are significantly off-resonance still produce small errors in the effective frequency and pulse width determination.
2.2.2 Disadvantages

The main issue in this technique is that the sample must be irradiated and detected ‘simultaneously’. Of course this is not practical and instead is done by sequencing the pulse into duty cycle periods of irradiation followed by detection when the power is turned off. This technique is common to Homonuclear decoupling in which the sample is irradiated during the data acquisition by dividing each dwell time into a part for radiofrequency irradiation and a part for sampling a data point[17]. As the pulse is broken down, the rotation speed of the magnetisation vector in the z-y plane is likewise scaled down by a factor proportional to the duty cycle \( d \) for irradiation. This results in a practical nutation frequency of \( f = \frac{\Delta v}{2d} \) and pulse width \( \text{pw90} = \frac{d}{2\Delta v} \) and the need for estimation of the true \( \text{pw90} \).

Secondly, an invisible symptom that has yet to be addressed, and possibly the biggest risk of employing the PulseCal method in practice is its dependency on linear amplifiers. PulseCal method is required to be performed with reduced pulse power, known as a soft pulse, during irradiation to avoid sample heating and extreme thermal noise from the continuous radiation. In order to compensate for the lowered power, linear amplifiers must be relied upon to recreate the full powered hard pulse necessary. This is a serious problem in the accuracy over time and use, as amplifiers can degrade and inherit non-linear characteristics and clip power peaks, cause distortions and severely reduce the SNR[18].

2.2.3 Summary

Advantages:
- Highly efficient; only requires one scan
- Can be automated; no human input required
- Robust to offsets in nutation frequency

Disadvantages:
- More practically complex; irradiate and sample at the same time
- Must be performed with reduced power to avoid sample heating
- Dependent on degrading components; hard pulse must be calculated with linear amplifiers
- Performs poorly for salty solutions
2.3 Aboutanios and Mulgrew Algorithm

Previously, Aboutanios’ modified dichotomous search[19] algorithm was considered for the frequency estimator of choice. However, further research has been conducted and the decision was made that the Aboutanios and Mulgrew[11] algorithm is better suited for conditions of this thesis. The A&M algorithm will be studied in this thesis and expanded upon as the focal frequency estimator. It shows promising results in estimating the frequency of a complex exponential in additive white Gaussian noise (AWGN) as, with sufficient resolution and iterations, it follows the Cramér–Rao lower bound (CRLB) very closely past its SNR threshold.

2.3.1 Method of Operation

The A&M algorithm is constituted of two stages, a coarse search using a maximum bin search (MBS) followed by a finer, focused search. The MBS stage consists of an N-point FFT of the signal and finding the maximum bin in the spectrum. The fine frequency estimator uses an interpolation search process to iteratively pinpoint the frequency of the true peak. In each iteration the two complex DFT coefficients at the bin edges are compared and used to interpolate a new maximum search bin with lower range and higher effective resolution. This process is repeated until a sufficient estimation of the frequency is obtained. The pseudocode of the algorithm is shown below in Table 2.1.

![Table 2.1: A&M pseudocode[12]](image)
2.3.2 Performance

As seen in Figure 2.2 above, the RMSE of the A&M algorithm on its own provides an initial value that is relatively close to the CRLB. However, as the SNR increases, the CRLB decreases linearly but the RMSE only decreases slightly and then hits a plateau and flattens out. Increasing the SNR past 30dB shows no observable increase in performance or accuracy. This lower boundary signifies the algorithm’s inability to resolve the frequency spectrum of the real signal any further. This shortcoming and lack of better results is presumed to be at the mercy of spectral leakage effects. This phenomenon will be discussed in detail in the next chapter.

2.4 Cramér–Rao Lower Bound

The Cramér–Rao Lower Bound (CRLB) is widely used as a benchmark to assess the performance of a frequency estimation algorithm. It presents the theoretical lower bound for variance in estimates for any frequency estimator[20]. The CRLB is calculated from the diagonal elements of the inverse of the Fisher information matrix. The CRLB for frequency of a single mode real scalar process in the form

\[ y_t = \cos(\omega t + \theta_t) + \epsilon_t \]

is proposed by Yao[21] and Rife[22].

\[
\lim_{\zeta \to 0} \text{CRLB}(\omega) \approx \frac{12}{SNR_R N (N^2 - 1)} 
\] (2.2)

where \( \zeta \to 0 \) eliminates the damping to provide a pure real sinusoid.
Chapter 3

Research Objectives

3.1 Aims

1. To implement accurate frequency estimation

   This will be done through creating and analysing a mathematical signals model. An algorithm
   will be chosen and refined accordingly

2. To simulate the proposed calibration method

   Using a simulation environment such as Matlab to run the algorithms and simulate test data
   for inspection and analysis

3. To create a script that is compatible with live data collected from the Bruker Topspin software

   With the goal of complete automation in mind, create an algorithm that is optimised for overall
   performance using fixed parameters and a posteriori knowledge
Chapter 4

Calibration Method

4.1 Criteria

When considering a calibration method, comparisons can be categorised into three main factors.

1. Efficiency - is the measure of time and how long the calibration process takes. It also considers the practical and computational complexity of the process to give an indication of how adept it performs and how suitable it is to run on various systems.

2. Accuracy - is the measure of the systematic error of the process. This is defined as the error in the measured results relative to the true value. One of the objectives of the thesis study is to optimise the accuracy to efficiency relationship.

3. Precision - is also a major factor as it governs the random error. This is the error relative to the measured values of repeated experiments. It goes without saying that the calibration process must be repeatable and reliable with minimum errors, both systematic and random.

4.2 Proposed Calibration Method

The proposed calibration method will seek to improve and refine upon the current POPT method in use by implementing proper digital signals processing techniques[23]. As the POPT method is the most recognised and understood method in the NMR field to date, this new proposed method should not only improve the process itself, but also keep to the current standard and require minimal training for existing users. As a benefit, and to address the PulseCal method, this calibration process can be made to be fully automated and invisible to the user if necessary.
In the proposed solution we are aiming to remove the obsolete method of analysing the spectrum by eye and its resulting human and mathematical errors. Instead, it will be replaced with a robust signals processing algorithm for frequency estimation of a sinusoid. Therefore, we will be calculating the \( \text{pw90} \) from what can be thought of as the average of periods over time, as opposed to a single period, which would reduce frequency fluctuations, noise and outlier impacts.

Currently the POPT method revolves around correctly estimating the null points of the sinusoid. This estimation can only be improved by increasing the resolution of array spectrum which can only be done by taking more samples. This will linearly increase the time necessary for calibration for accurate results. By using a frequency estimator such as the A&M algorithm, we aim to not only increase the accuracy, but to significantly increase efficiency by reducing the number of samples and one-pulse experiments required. Once an accurate determination of the frequency can be found, converting that into the \( \text{pw90} \) value is trivial.

### 4.3 Spectral Leakage

#### 4.3.1 Theory

A significant, and enlightening, factor that was not recognised or addressed in the proposal is the phenomenon of spectral leakage\[24\] in the frequency domain. This oversight was the consequence of assuming that a real sinusoid is strictly the addition of a pair of complex conjugate exponential signals, shown in Equation (4.1), which is only true for a continuous time domain. This spectral leakage effect causes spectral peaks to create interference with one another, resulting in significant inaccuracies in standard frequency estimation methods.

\[
x(t) = Ae^{j2\pi ft} + Ae^{-j2\pi ft} = s(t) + s^*(t)
\]  

(4.1)

Spectral leakage occurs due to the finite nature of a simulated or measured signal and the operation of the Fast Fourier Transform (FFT) that implicitly assumes a periodic repetition beyond the measured interval of the signal. Hence, the FFT assumes the signal to be continuous and periodic. Therefore, if the measurement time (the sampling frequency multiplied by the number of samples) is not an integer multiple of the signal frequency, discontinuities will arise at the edges of each period. In the frequency domain of the signal, these discontinuities will result in spectral leakage.

Spectral leakage also occurs in the frequent case of the true signal frequency \( f_x \) not being a perfect multiple of the Fourier transform resolution \( \Delta f = \frac{f_s}{N} \). This causes the frequency spectrum to have inadequate
resolution to display the frequency in a single bin, which results in the energy of the signal to be leaked into the adjacent bins, causing significant spectral leakage.

In general, an FFT constitutes a default rectangular window on a data stream unless another window has previously been applied. A windowing operation in the time domain translates into a convolution in the frequency domain with the transform of the window function. For the default rectangular window, the transform is in the form of a sinc \((\sin(x)/x)\) function, which theoretically has infinite width. Thus, the ripples of these sinc functions will interfere and display as leakage in any spectral peak that isn’t perfectly periodic in the FFT’s length.

In the case of a real sinusoid as we are interested in, the FFT of the windowed signal will result in a pair of deltas convolved with the sinc from the rectangular window.

### 4.3.2 Simulation

To observe this effect in action, a simulation[25] can be run with leakage inducing parameters. In this test, a pure sinusoidal signal in generated with a frequency \(f_x = 10\, \text{Hz}\) and unit amplitude. The sampling frequency is set to \(F_s = 100\, \text{Hz}\), a perfect multiple of \(f_x\), however the experimental run time is set to 0.85 seconds. This will create a finite signal with a non-integer number of wavelengths. The time domain signal is shown below in Figure 4.1.

![Figure 4.1: Time domain signal](image)

In the first case, shown in Figure 4.2, there is a resolution mismatch between the true frequency of the signal and the frequency resolution of the spectrum when \(N = 128\), as \(\Delta f = 0.7813\, \text{Hz}\) is not a factor of 10\,Hz. As clearly shown, the spectrum cannot accommodate the exact value of 10\,Hz. Instead, major spectral leakage is spread across the other bins.
The second case, shown in Figure 4.3 considers the resolution and addresses this by setting $N = 100$, $\Delta f = 1 \text{Hz}$. However, careful observation will reveal that even with a perfect resolution, there is still a low amount of spectral leakage due to the non-integer wavelength signal and windowing effects.

4.4 Extended Algorithm

Due to the unforeseen effects of spectral leakage, it is apparent that the preliminary assumption, in Equation (4.1), that an estimator for complex exponential signals will work on real sinusoids will no longer be sufficient. The new algorithm for the estimation of the parameters of a real sinusoid in noise[12] developed by Aboutanios, Kocherry and Ye addresses these issues with a refined and extended algorithm to operate ideally on real sinusoidal signals in noise.

\begin{align*}
x(n) &= a e^{j\phi} e^{j2\pi fn} + a e^{-j\phi} e^{-j2\pi fn} + w(n) \\
&= A e^{j2\pi fn} + A^* e^{-j2\pi fn} + w(n) \\
&= s(n) + s^*(n) + w(n)
\end{align*} \tag{4.2}
The A&M algorithm is already proven to work perfectly for a complex exponential signal \( s(n) \). However, if it is used directly on sinusoidal signal \( x(n) \), the leakage effects caused by \( s^*(n) \) will result in biased results from the algorithm. The refined estimator, therefore, must estimate the effects of \( s^*(n) \) and subtract it from the signal \( x(n) \) in each iteration of the dichotomous search process. The entire estimation algorithm can be simplified into the flow chart below in Figure 4.4.

1. Initially
   \[
   \hat{S}^* = 0 \\
   \hat{A}^* = 0
   \]

2. Calculate
   \[
   \hat{S} = X - \hat{S}^*
   \]

3. Find \( \hat{f} \)
   in \( \hat{S} \) using A&M

4. Synthesise \( \hat{A} \)
   with \( \hat{f} \)

5. Generate \( \hat{S}^* \)
   using \( \hat{A}^* \) and \( \hat{f} \)

6. Obtain \( \hat{f} \)
   eliminating spectral leakage

\[ \text{rn iterations} \]

**Figure 4.4: Flow chart of extended algorithm**

From the flow chart, \( \text{rn} \) dictates the number of internal iterations of the algorithm. Each iteration includes the calculation of the peak amplitude \( \hat{A}^* \) in the frequency domain and the generation of \( \hat{S}^* \). At the end of every iteration, \( \hat{S} \) is updated by subtracting the estimate of \( \hat{S}^* \) from the real signal. After several iterations, interfering spectral leakage effects can be significantly reduced or eliminated.

The procedure for generating \( \hat{S}^* \) begins with the first estimate of the frequency \( \hat{f} \). The amplitude of the peak in the frequency domain can be expressed as

\[
\hat{A} = \frac{1}{N} \left( \sum_{n=0}^{N-1} x(n)e^{-j\frac{2\pi}{N}(\hat{m}+\hat{\delta})n} - \hat{A}^* \frac{1 - e^{-j4\pi \hat{f}}}{1 - e^{j\frac{2\pi}{N}(\hat{m}+\hat{\delta})}} \right)
\]

\[
\text{new } \hat{A}^* = \text{conj}(\hat{A})
\]

(4.3)
The new estimate of $S^*$ can then be calculated as

$$
\hat{S}^* = \hat{A}^* \frac{1 + e^{-j4\pi \delta}}{1 - e^{-j4\pi (\hat{m} + \delta)}}
$$

(4.4)

Where $m$ is the maximum bin and $\delta$ is the frequency residual.

After completely subtracting the $S^*$ component from $X$, a purely exponential signal is retrieved and can be successfully estimated with the A&M algorithm. The full pseudocode can be viewed below in Table 4.1.

Table 4.1: Extended algorithm pseudocode

| Given | A real sinusoid $x(n), n = 0, \ldots, N - 1$; |
| Find  | $X(k) = \text{FFT}(x)$ and $Y(k) = |X(k)|^2$; |
| Find  | $\hat{m} = \text{arg max}_k Y(k), \text{if } \hat{m} \geq \frac{N}{2}, \hat{m} = N - \hat{m}$; |
| Set   | $\hat{\delta} = 0$ and $\hat{A} = 0$; |
| Loop  | For $i$ from 1 to $Q$, do |
|       | (1) $\hat{X}_z = \sum_{n=0}^{N-1} x(n)e^{-j\frac{2\pi}{N}(\hat{m} + \hat{\delta} + i\hat{\phi})}n$; |
|       | (2) $\hat{S}_2 = \hat{A}^* \frac{1 + e^{-j4\pi \delta}}{1 - e^{-j4\pi (\hat{m} + \hat{\delta})}},$ and $\hat{S} = \hat{X}_z - \hat{S}_2$; |
|       | (3) $\hat{\delta} = \hat{\delta} + \frac{1}{2} \Re \left\{ \frac{\hat{S}_+ + \hat{S}_-}{\hat{S}_+ - \hat{S}_-} \right\}$; |
|       | (4) $\hat{A} = \frac{1}{N} \sum_{n=0}^{N-1} x(n)e^{-j\frac{2\pi}{N}(\hat{m} + \hat{\delta} + \hat{\phi})} - \hat{A}^* \frac{1 - e^{-j4\pi \delta}}{1 - e^{-j4\pi (\hat{m} + \hat{\delta})}})$; |
| Find  | $\hat{\phi} = \frac{\hat{m} + \hat{\delta}}{N}, \hat{\alpha} = 2\hat{\alpha} \text{ and } \hat{\phi} = \angle \hat{\alpha}$.

4.5 Block Diagram

To easily and visually compare the principles of operation between pulse calibration methods, block diagrams have been presented in Figures 4.5, 4.6 and 4.7. From these, it is clear to see where the complexities in each method reside. In both the POPT and PulseCal methods, the complexity is within the practical aspect in the form of requiring large repetitions of experiments with POPT or relying heavily on complex experimental setup and analogue electronics. However, the proposed method raises its complexity in the post-collection signals processing stage, which produces a much simpler overall system and reduces the efficiency impact.
4.6 Potential Advantages Summary

- Greater accuracy
- Reduced total calibration time
- Independent of linear amplifier induced errors
- Optimised efficiency to accuracy trade-off
- Simplified experimental procedure as complexity is in post collection processing stage
- Completely automated process
Chapter 5

Signals Modelling

5.1 Mathematical Modelling

For simplicity without loss of generality, assume all calculations are based on a single line FID unless stated otherwise.

5.1.1 Free Induction Decay

The FID received in the xy-plane due to the precession of the magnetisation vectors follows the co-ordinates of a circle, such that:

\[ s_x = A \cos(2\pi ft) \]  
\[ s_y = A \sin(2\pi ft) \]  

(5.1)

where \( A \) is the overall amplitude of the signal.

Combining the two we get:

\[ s(t) = s_x + js_y = A(\cos(2\pi ft) + j \sin(2\pi ft)) = Ae^{j2\pi ft} \]  

(5.2)

Also, there is an exponential decay rate factor that depends on the \( T_2 \) relaxation time

\[ e^{-\eta t}, \text{ where } \eta = \frac{1}{T_2} \]  

(5.3)
The FID signal can thus be written as:

\[ s(t) = Ae^{j2\pi ft}e^{-\eta t} + w(t), \]  

for a single spectral line

\[ = \sum_i A_i e^{(-\eta + j2\pi f_i)t} + w_i(t), \]  

for multiple spectral lines

where \( w(t) \) is additive white Gaussian noise.

### 5.1.2 The Fourier Transform

To transform from the FID (time domain) into the desired spectrum (frequency domain) we use a process known as the Fourier transform.

\[
S(\omega) = \int_{0}^{\infty} s(t)e^{-j\omega t} dt \\
= \int_{0}^{\infty} Ae^{j2\pi ft}e^{-\eta t}e^{-j\omega t} dt \\
= \int_{0}^{\infty} A e^{[-j(\omega - 2\pi f) - \eta]t} dt \\
= A e^{[-j(\omega - 2\pi f) - \eta]t}_{0} \infty \\
= A \frac{e^{-j(\omega - 2\pi f) - \eta}}{j(\omega - 2\pi f) + \eta} \\
= A[-j(\omega - 2\pi f) + \eta] \\
(\omega - 2\pi f)^2 + \eta^2
\]

This gives us the frequency spectrum in the form

\[
S(\omega) = \frac{A \eta}{(\omega - 2\pi f)^2 + \eta^2} + j \frac{-A(\omega - 2\pi f)}{(\omega - 2\pi f)^2 + \eta^2}
\]

(5.6)

Where the real part is known as the absorption and the imaginary part is known as the dispersion. Both absorption and dispersion have a Lorentzian lineshape with a full-width at half-maximum of \( 2\eta \) rad s\(^{-1}\) or \( \frac{2\eta}{\pi} \) Hz.
5.1.3 Discrete Signals

When working with digital equipment, signals are not continuous, instead they are a series of discrete values sampled at a certain frequency $f_s$. This means that both the FID and the spectrum must be represented as their discrete counterparts. Assuming that the sampling frequency is sufficient to avoid aliasing, the spectrum sampled in the frequency domain is synonymous to a signal sampled in the time domain and set through the discrete Fourier transform (DFT).

For the FID, the signal is sampled at every interval $t = nT$, where $T$ is the sampling period equal to $\frac{1}{f_s}$ and $n$ is the index of the sample in the time domain.

$$s(t) \Rightarrow s[n] = Ae^{j2\pi fnT}e^{-\eta nT} \quad (5.7)$$

Similarly, the frequency spectrum is also sampled with intervals $\omega = \frac{2\pi k}{N}$, where $N$ is the total number of samples used in the DFT, which is also the total number of samples in the collected FID, and $k$ is the index of the sample in the frequency domain. Assuming bandlimited and satisfying the Nyquist sampling criterion, therefore no aliasing.

$$S(\omega) \Rightarrow S[k] = \frac{A\eta}{[2\pi(\frac{k}{N} - f)]^2 + \eta^2} + j\frac{-A[2\pi(\frac{k}{N} - f)]}{[2\pi(\frac{k}{N} - f)]^2 + \eta^2} \quad (5.8)$$

5.1.4 Creating the Full Spectrum

We will mainly be focusing on the real part of the spectrum as that gives us the most valuable and cohesive information.

$$S_r[k] = \frac{A\eta}{[2\pi(\frac{k}{N} - f)]^2 + \eta^2} \quad (5.9)$$

To change from the spectrum consisting of a single spectral line to multiple lines is simply a matter of summing the spectra of all the included lines.

$$S[k] = \sum_i \frac{A_i\eta_i}{[2\pi(\frac{k}{N} - f_i)]^2 + \eta_i^2} \quad (5.10)$$

The main variable of this study is the pulse width $\tau$, which directly influences the amplitude of the signal.

$$A \Rightarrow A(\tau) \quad (5.11)$$
Then the array spectrum can be thought of as a function of both variables

\[ R[k, \tau] = \sum_i \frac{A(\tau)\eta_i}{[2\pi(\frac{k}{N} - f_i)]^2 + \eta_i^2} \quad (5.12) \]

Thus the function with appended spectra dependent on the pulse width is

\[ R_k[\tau] = \sum_i \frac{A(\tau)\eta_i}{[2\pi(\frac{k}{N} - f_i)]^2 + \eta_i^2}, \text{ for } k = 0, 1, 2 \ldots N-1 \quad (5.13) \]

As seen previously in the POPT method, the amplitude of the FID naturally tends to a sin wave. As such, the estimated signal \( x \), based around discrete points of \( A \), will also tend to a sinusoid. Consequently, it will be a function of \( \tau \) of the form:

\[ x(\tau) = A_{\text{max}} \sin(2\pi f_c \tau) \quad (5.14) \]

where \( A_{\text{max}} \) is the amplitude of \( A(\tau) \) multiplied by some scaling factor dependent on the decay rate and, therefore:

\[ \text{pw90} = \tau_{90} = \frac{1}{4f_c} \quad (5.15) \]
5.2 Matlab Models

In parallel to modelling the signals, a simplified baseline for a Matlab script to simulate test data has been conducted to visually display the models. It performs a simplified POPT experiment whilst excluding noise and environmental effects to provide a clear image. The full code can be found in Appendix 2. For an example, an FID response has been generated, in Figure 5.2 consisting of two measured nuclei responses with arbitrarily assigned properties shown in Figure 5.1.

![Figure 5.1: Simulated FID components](image1)

![Figure 5.2: Simulated FID and resulting spectrum](image2)
The FID signal is passed through the fast Fourier transform (FFT), a computationally more efficient DFT, and the resulting frequency spectrum is also shown in Figure 5.2 above.

To simulate the POPT experiment, the amplitude of the FID components are varied accordingly against changes in the theoretical pulse width and the spectrum is taken and compared for each value. To make process and pulse width correlation apparent and easy to understand, both a 2D and a 3D map of the array of spectra is presented.

Figure 5.3: 2D pw array spectrum

Figure 5.4: 3D pw array map
The 2D array spectrum in Figure 5.3 roughly shows a sinusoidal envelope between the peaks of each Lorentzian lineshape as expected. The 3D array map in Figure 5.4 is much more insightful and intuitive. Looking from the magnitude against frequency plane, the image would simply by that of the spectrum shown in Figure 5.2 previously. However, including the third dimension of pulse width causes the amplitudes of the spectra to vary in the magnitude against pulse width plane, and when viewed from that plane, the image is clearly a sinusoid. To show, the two sinusoids caused from the two correlating peaks in the spectra, can be extracted and displayed in a 2D format seen below in Figure 5.5.

![Figure 5.5: Extracted sinusoids of interest](image)

It is precisely this real sinusoid that is the subject of the frequency estimation algorithm. The true signal will obviously become imprecise as the number of samples in reduced and far less ideal once noise, environmental effects, spin phenomena and other destructive effects are introduced.
Chapter 6

Simulated Results

Performance of this new proposed estimator can be tested through a Monte Carlo algorithm and comparison to the CRLB. The simulated results are shown using the estimator on real sinusoidal signals with certain varying characteristics. The results are calculated and displayed in a Root Mean Squared Error (RMSE) format in the units of decibels. Every Monte Carlo simulation is averaged from 1000 runs to improve accuracy and reliability.

6.1 Performance with varying SNR

The first simulation is run with varying the SNR while checking the RMSE of the results. For each SNR value, a series of frequencies around the expected real world sample of a pw90 in the range of 5us to 20us are simulated and the RMSE is taken as the mean of the collection of results from all those frequencies.

6.1.1 Calculation of CRLB

Starting with a discrete sinusoidal signal with added white Gaussian noise.

\[ s[n] = A \sin(2\pi fnT) + w[n] \], for \( n = 0, 1, 2 \ldots N-1 \] (6.1)

The parameter vector

\[ \theta = \begin{bmatrix} A \\ f \end{bmatrix} \] (6.2)
Therefore, the Fisher Information Matrix (FIM) is calculated to be

\[ [I(\theta)]_{i,j} = \frac{1}{\sigma^2} \left( \frac{\delta s_\theta}{\delta \theta_i} \right) \left( \frac{\delta s_\theta}{\delta \theta_j} \right)^T \]

\[ = \frac{1}{\sigma^2} \sum_{n=0}^{N-1} \left( \frac{\delta s_\theta}{\delta \theta_i} \frac{\delta s_\theta}{\delta \theta_j} \right) \]

\[ = \begin{bmatrix} \frac{N}{2\pi} & 0 \\ 0 & (2\pi)^2 \frac{A^2}{2\pi} \left( \frac{N(N^2-1)}{12} \right) \end{bmatrix} \]

The CRLB’s of the corresponding parameter estimators are then taken from the diagonal elements of the inverse of the FIM

\[ V = [FIM]^{-1} = \begin{bmatrix} \frac{2\pi^2}{N} & 0 \\ 0 & \frac{2\pi^2}{(2\pi)^2 A^2} \left( \frac{12}{N(N^2-1)} \right) \end{bmatrix} \]

For the CRLB of frequency estimation, we take the second diagonal (lower right) element of the matrix. Hence,

\[ CRLB(f) = \frac{2\sigma^2}{(2\pi)^2 A^2} \left( \frac{12}{N(N^2-1)} \right) \]

\[ = \frac{12}{(2\pi)^2 \text{SNR}_R \frac{N(N^2-1)}{N^2 - 1}} \text{, where } \text{SNR}_R = \frac{A^2}{2\sigma^2} \]
6.1.2 Simulation Results

Figure 6.1 shows the performance of the frequency estimator against the CRLB. In this trial, the number of internal iterations is set to $r_n = 25$ and the data is synthesised with only 4 data points. From the graph, it can be clearly seen that when the SNR is large enough, the RMSE will follow close to the CRLB. At the tail of the RMSE, the graph is seen to begin to flatten out and diverge away from the CRLB, meaning that the variance is unable to decrease steadily despite the increased SNR. This is most likely due to the performance being limited by the number of internal iterations $r_n$.

![Graph showing RMSE vs SNR](image)

Figure 6.1: Estimator RMSE and CRLB, 4 data points, $r_n = 25$

These issues can easily be addressed by increasing the number of data points, iterations, and overall runs, as seen in the following section. However, these will come at the cost of increased process time and reduced efficiency. For the purpose of NMR pulse calibration, standard NMR machines run within the SNR range of 30dB to 80dB.
6.2 Optimising Parameters

6.2.1 Internal Iterations

As mentioned previously, the plateauing and divergence from the CRLB is exaggerated in Figure 6.2 as the number of internal iterations $r_n$ varies. It can be seen here that as the number of iterations increases, the RMSE will follow the CRLB for a larger range of SNR. Specifically, it increases the upper bound SNR value before divergence. For the expected upper SNR value of 80dB, $r_n = 25$ iterations is considered to be sufficiently close to the CRLB without any unnecessary reduction in efficiency.

![Figure 6.2: Effect of changing internal iterations $r_n$](image)

6.2.2 Number of Experiments

One of the main advantages of the newly proposed calibration method is the ability to optimise the efficiency to accuracy trade-off. The most efficiency impacting factor in the calibration process is with the number of one-pulse experiments conducted to generate the data points necessary for the frequency estimation. Each data point is equivalent to a single one-pulse experiment, thus the number of data points collected is linearly scaled with the process time to run a one-pulse experiment. According to the CLRB formula in Equation (6.5), and the effectiveness of the algorithm, an increase in data points correlates with an increase in accuracy. In this nature, there is an accuracy (effectiveness of algorithm) to efficiency (number of one-pulse experiments) relationship.
Figure 6.3 contrasts the accuracy, in RMSE, of the new frequency estimator with various signals of N = 4, 6, 8, and 10 data points. It can be clearly seen that increasing the number of data points results in a decrease in RMSE, which stabilises after 20dB SNR, and, therefore, an increase in overall accuracy. This aligns with the expectations, and a cost function can be calculated.

To quantify the accuracy-efficiency relationship and formulate a cost function, the SNR is fixed to a stable value of 50dB and internal iterations $n_r = 25$, and the Monte Carlo algorithm is run with RMSE against the number of one-pulse experiments (N). With these conditions, the graph in Figure 6.4 is produced. Only the range of 4 to 13 experiments is considered because the estimator is significantly unstable and unreliable with less than 4 points and going above 13 would cause the process to become too inefficient for the goals at hand. For future work, if there is a requirement for a calibration process to provide maximum possible accuracy without regards to efficiency or automation, larger numbers of experiments can be explored.
Surprisingly, Figure 6.4 shows a decently linear relationship between RMSE and N, as opposed to the cubic suggested by the CRLB. The straight line shows the linear curve of best fit and is used as an approximation of the cost function.

Therefore, the cost function is expressed as

\[
RMSE = -1.33 \times 10^{-6} \times \text{NoOfExperiments} + 2.61 \times 10^{-5}
\]  

(6.6)

As a decreasing linear function, accuracy is maximised when RMSE is minimised, and number of experiments is maximised. However, when the rate of decrease of RMSE with respect to N is considered, the gradient of $-1.33 \times 10^{-6}$ is relatively much smaller than the initial value of $2.61 \times 10^{-5}$ or the value $2.08 \times 10^{-5}$ at the lower limit $N = 4$. At a ratio of almost 1:20, this gradient can almost be considered to be insignificant over a small range. Especially considering the linear increase in time cost as N increases. Since the cost function is so heavily weighted on the efficiency side, with large increases in experiment time providing only small increases in accuracy, the optimal balance occurs at the lowest practical value of $N = 4$. 

Figure 6.4: Accuracy vs Efficiency
6.2.3 Pulse Width Increment

When running the Monte Carlo algorithm with RMSE against true pw90 values with varying pulse width increment values, it became apparent that some increments would provide better performance than others. This is theoretically due to the resolution of the frequency spectrum and the distance between the spectral peaks. This distance is formed from a ratio between the signal frequency and the sampling frequency. The effects of spectral leakage from one peak to the other is minimised when the distance between is maximised. This occurs when the sampling frequency is 4 times the sampling frequency as the spectrum is mirrored and periodic.

To investigate the optimal pulse width increment for signals ranging between 5 and 20/μs, a simulation was run with a fixed number of data points $N = 4$ whilst varying the pulse width increment, $pwinc$, from 5 to 15μs. The results, shown below in Figure 6.5, rectify this puzzle. The differing graphs show a similar behaviour to the internal iterations test, with larger values of $pwinc$ causing the curve to plateau earlier and accuracy to suffer. From the graph, pulse width increments of 5μs and 7μs provide the best accuracy by a significant difference from the higher values.

![Figure 6.5: Effect of changing pw increment value (pulse width resolution)](image)
Chapter 7

Practical Results

7.1 Initial Testing

As an initial trial, a demonstrative experiment was conducted of both the POPT and PulseCal in practical environments, calibration methods. Both calibrations were performed consecutively under similar conditions using a 600MHz NMR instrument. The sample was a mixture of 2mM Sucrose, 0.5mM DSS and 2mM NaN$_3$ dissolved in a solution of 90% H$_2$O and 10% D$_2$O, a standard sample for water suppression experiments[26].

![Figure 7.1: POPT experiment results](image)

Figures 7.1a and 7.1b show the resultant FID and spectrum, respectively, of the POPT calibration method. Due to time limitations of the demonstration, we were only able to collect a small set of 6 samples with the pulse width beginning at 9$\mu$s and increasing in increments of 1$\mu$s. Even from this dataset, it can be seen that the pw90 would lie near between 12$\mu$s and 13$\mu$s. The total time to collect 6 samples was approximately 5 minutes which is ridiculously inefficient, considering a full calibration would take upwards of 20 samples for just a rough estimate.
The FID and spectrum of the PulseCal experiment is shown in Figures 7.2a and 7.2b, respectively. This is usually invisible to the user as an automated process and resulted in an estimated pw90 of 11.6\(\mu s\) which is a fairly large discrepancy against the POPT results. This method only took approximately a minute to complete, however, an error of up to 10% would be dangerous in advanced NMR experiments where errors will compound and accumulate. The proposed calibration method output an estimated pw90 of 12.36\(\mu s\) which from observing the POPT spectrum, looks to be far more accurate than both the POPT and PulseCal method.

### 7.2 Spectral Peak Amplitude vs Integral

One major decision that must be made when utilising the data outputted from the Bruker Topspin software with POPT spectra is in the peak correlation. Topspin has native support with an in-built algorithm to select peaks from a spectrum. This data is presented in two ways, either as the amplitude, height of the peaks, or as the integral, area under the peaks. The waveforms generated by either set of data points is shown below in Figure 7.3.

After normalising the values, it is apparent that both curves steadily decay over the number of experiments. This can be easily attributed to \(T_1\) abuse and radiation damping effects that are accumulating as the sample is being re-irradiated continuously as previously shown in Figure 2.1. Despite the decay, it can be seen that the integral correlation loses its pure sinusoidal characteristics at a much more rapid rate than the amplitude correlation. Therefore, the use of amplitude correlation is prioritised for testing.
7.3 Process Time

To consider the total time taken to calibrate, the practical time is taken from the POPT method as they share the same practical method. The post collection processing time is measured with the timer tool in Matlab.

\[
TotalCalibrationTime = NoOfExp \times NoOfScans \times \left( \frac{TD}{2SW} + Delay \right) + ProcessingTime \tag{7.1}
\]

Where NoOfExp is the number of one-pulse experiments conducted, NoOfScans is the number of scans within each experiment to increase SNR. SW is the sweep width and TD is the size of the fid which both contribute together as the amount of time allocated for data acquisition. Delay is the sufficient length of relaxation time to avoid \(T_1\) abuse. On average, we calculate the practical time to take approximately 30 seconds to 1 minute per experiment and the processing time in Matlab to be 0.015 seconds. The processing time is rendered insignificant in the total calibration time, so Equation (7.1) can be simplified to:

\[
TotalCalibrationTime \approx NoOfExp \times NoOfScans \times (AcqTime + Delay) \tag{7.2}
\]
Chapter 8

Discussion

8.1 Optimised Pulse Calibration Process

After various testing and optimisation of parameters, a final complete pulse calibration method is formulated. Currently, with the a posteriori knowledge considered as the expected pw90 values lie within 5µs and 20µs and the standard SNR of NMR machines range from 30dB to 80dB. To be considered as an automated process, the parameters must be fixed and optimised for overall performance across expected ranges. Two sets of optimised values are presented, one for the simulated data and one for real practical data. The differences are due to the unforeseen and unaccounted plethora of effects and non-ideal conditions on real NMR experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Optimised Theoretical Value</th>
<th>Optimised Practical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Experiments</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>PW Increment</td>
<td>5(µs)</td>
<td>15(µs)</td>
</tr>
<tr>
<td>Min PW</td>
<td>5(µs)</td>
<td>15(µs)</td>
</tr>
<tr>
<td>Number of Scans</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>Sweep Width</td>
<td>N/A</td>
<td>0.75ppm</td>
</tr>
<tr>
<td>Size of FID</td>
<td>N/A</td>
<td>2048</td>
</tr>
<tr>
<td>Acquisition Time</td>
<td>N/A</td>
<td>2.27s</td>
</tr>
<tr>
<td>T₁ Delay</td>
<td>N/A</td>
<td>10s</td>
</tr>
<tr>
<td>Run Time per One-pulse Experiment</td>
<td>N/A</td>
<td>~1min</td>
</tr>
<tr>
<td>Peak Correlation Amplitude</td>
<td>Amplitude</td>
<td>Amplitude</td>
</tr>
<tr>
<td>Internal Iterations ( r_n )</td>
<td>25</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 8.1: Optimised parameters
8.2 Comparison with Existing Methods

8.2.1 Theoretical Comparison

Theoretically, the proposed method should prove to be both more accurate than PulseCal and much more efficient than POPT. All the parameters can be controlled and, therefore, the proposed method can be made to sit on the theoretical optimised trade-off point. In contrast, the POPT method relies heavily on user experience, reaction time and cognitive ability which cannot be controlled and difficult to be measured or reliable. This causes it to be radically inefficient compared to any computer automated process, as expected. As the number of full wavelengths for the POPT method increases, the accuracy increases as the noise is averaged over a larger set. Thus, the variance decreases proportionally to $\frac{1}{N}$, where $N$ is the number of full wavelengths. In comparison, the new proposed method is shown to follow closely to the CRLB with correct conditions, which achieves a variance proportional to $\frac{1}{\sqrt{n}}$, where $n$ is the number of one-pulse experiments, showing an improvement in accuracy with increasing samples.

On the other hand, the PulseCal method also contains substantial dependencies. PulseCal is a highly practically complex method and relies on many analogue hardware components to measure and calculate parameters. This is an issue especially for calibration, which is a very sensitive process, due to the non-ideal quality of components and their depreciation over time. The main focus point in this comparison against PulseCal is in its fundamental dependency on linear amplifiers. Due to the nature of PulseCal, the final pw90 value is calculated assuming a linear power relationship. Once the linear amplifier has acquired non-linear properties, this assumption fails to hold and the calibration will be incorrect. This is a problem that POPT and the proposed method do not share as, even if the components are not ideal, the independently calculated pw90 value will still be correct for that sample run on that NMR machine under those conditions.

8.2.2 Results Comparison Table

Inherently, it is extremely difficult to assess the true practical accuracy of a calibration process as there is no baseline or fixed reference point without prior given information. As with most experiments, NMR calibration data is not usually saved and there is currently no publicly available database or set of known pw90 for samples. Therefore, a comparison of calibration results between different methods is presented instead. Although it may not provide significant information to assess individual accuracy, it may be useful to compare and contrast the methods under various conditions to see similarities and judge precision.
From Table 8.2, the proposed calibration process using amplitude correlation consistently produces a pw90 value with a deviation that sits between the POPT and PulseCal values. This proves many of the theories mentioned previously if POPT is considered to be the baseline as it contains observable results and good estimate of an approximate pw90. PulseCal results can be seen to differ quite significantly from the baseline POPT approximations which shows the potential performance impact due to linear amplifier degradation. Dr. Donald Thomas and Dr. James Hook, of the Mark Wainwright NMR facility, have confirmed that the linear amplifier and electronics of the machine used to acquire these results has been in use for over 6 years and is definitely prone to non-linear characteristics.

From the collected results, it seems that in the practical setting, using amplitude correlation of 4 experiments and setting a pw increment of 15µs starting at a minimum of 15µs provides the closest results to the observable waveform. This is surprising as it even outperforms the 5µs increments for 12 experiments which was simulated to have the maximum accuracy. The optimal practical parameters have been logged Table 8.1. The integral correlation results can be treated as outliers and disregarded as their performance is proven to be unacceptable and even incompatible with the frequency estimation algorithm in certain cases such as tests 6 and 7.

Interestingly, the severity of the need for an accurate calibration process presents itself in the data. Tests 2-4 and 5-7 were both conducted on the same sample with the same respective parameters at different occasions. The significant difference in the results highlights the requirement for calibrating per sample per machine per occasion, as a change in any of these can cause a different pw90 value. Tests 8 and 9 were conducted with a low spectrum resolution of 2048 as opposed to the 65,536 of tests 1-7. This resulted in a decrease in run time per one-pulse experiment by half to approximately a minute. The POPT spectra used for these tests is given in Figures 8.1 and 8.2.

<table>
<thead>
<tr>
<th>Test</th>
<th>NoOfExp</th>
<th>pw inc (µs)</th>
<th>POPT (µs)</th>
<th>PulseCal (µs)</th>
<th>New (Amp) (µs)</th>
<th>New (Int) (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>1 (min 9)</td>
<td>12.5</td>
<td>11.63</td>
<td>12.36</td>
<td>17.33</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>5 (min 5)</td>
<td>15</td>
<td>16.65</td>
<td>15.97</td>
<td>18.82</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>15 (min 5)</td>
<td>15</td>
<td>16.65</td>
<td>15.48</td>
<td>22.34</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>15 (min 15)</td>
<td>15</td>
<td>16.65</td>
<td>15.35</td>
<td>26.2</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>5 (min 5)</td>
<td>14</td>
<td>12.71</td>
<td>13.18</td>
<td>9.27</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>15 (min 5)</td>
<td>14</td>
<td>12.71</td>
<td>13.17</td>
<td>N/A</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>15 (min 15)</td>
<td>14</td>
<td>12.71</td>
<td>13.73</td>
<td>N/A</td>
</tr>
<tr>
<td>8</td>
<td>12 (low res)</td>
<td>5 (min 5)</td>
<td>14</td>
<td>12.71</td>
<td>13.2</td>
<td>13.33</td>
</tr>
<tr>
<td>9</td>
<td>4 (low res)</td>
<td>15 (min 15)</td>
<td>14</td>
<td>12.71</td>
<td>14.57</td>
<td>11.62</td>
</tr>
</tbody>
</table>

Table 8.2: Results comparison
Figure 8.1: POPT spectrum for tests 2-4

Figure 8.2: POPT spectrum for tests 5-9
8.2.3 Efficiency Comparison Table

Both POPT and the proposed method utilise the same function of time that is linearly dependent on the number of one-pulse experiments run to collect data. The difference is that the proposed method can operate efficiently and accurately with only 4 one-pulse experiments, whereas the POPT method requires significantly more. Customarily, two sets of experiments must be run for POPT. Once with larger spacing to approximate the region of the 360° zero crossing, followed by a finer set of experiments run between the two pulse width values adjacent to the zero crossing point to create better resolution around the target area. These 2 sets can add up to 20 one-pulse experiments depending on the user’s experience and a posteriori knowledge.

On the other hand, PulseCal is based upon completely difference principles and is much more practically complex and hardware dependent. Due to its continuous one-scan nature, it is extremely efficient with most calibration times taking between 45 seconds to a minute in total.

In testing, with the optimised practical parameters from Table 8.1, one-pulse experiments took roughly a minute. Therefore, Equation (7.2) of the total calibration time can be further simplified with respect to this practical set up to:

\[
\text{Optimised(TotalCalibrationTime) \approx NoOfExp \text{ (minutes)}}
\]  

\[ (8.1) \]

<table>
<thead>
<tr>
<th></th>
<th>POPT (s)</th>
<th>PulseCal (s)</th>
<th>Proposed Method (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of experiments required</td>
<td>Up to 20</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Run time per experiment</td>
<td>~1-3min</td>
<td>~1min</td>
<td>~1min</td>
</tr>
<tr>
<td>Additional time</td>
<td>Human observation and cognition</td>
<td>N/A</td>
<td>Processing (0.015s)</td>
</tr>
<tr>
<td>Total (Expected)</td>
<td>Up to 30min</td>
<td>~1min</td>
<td>~4min</td>
</tr>
</tbody>
</table>

Table 8.3: Efficiency comparison

Table 8.3 compares the relative efficiency of each method. Successfully, the proposed method is magnitudes more efficient than the current POPT method. However, as expected, it is still significantly slower than the PulseCal method which uses a fundamentally different process. Assessing the efficiency individually, the proposed method still only takes about 4 minutes to complete, a length of time that Dr. Thomas and Dr. Hook both agree would definitely be acceptable and worth the potential increase in accuracy.
8.3 Summary

To summarise the results, it can be concluded that the proposed pulse calibration method has successfully achieved a high calibre of accuracy while drastically increasing efficiency over the current POPT method. The efficiency is still well below that of the PulseCal method, however, it can still be considered competitively as it addresses the main concern of degrading accuracy over the active lifespan of an NMR machine. Due to its base founded upon the POPT method, it is independent of linear amplifiers and their induced errors, and can remain to be accurate over time requiring less maintenance. This accuracy to efficiency optimisation makes the new method far more suitable for advanced experiments in which accuracy cannot be compromised. By optimising and fixing the relevant parameters, this method can also be made to be automatic, eliminating human input and further increasing efficiency.
Chapter 9

Conclusion

In this thesis proposal report, the structure of a new and improved $90^\circ$ 1H pulse calibration method for NMR experiments is built. This method is hoped to prove far more suitable for advanced NMR experiments in which accuracy is paramount. The proposed solution estimates the frequency of a real sinusoid with additive white Gaussian noise and eliminates destructive effects of spin physics and human errors. This method bases itself on the current POPT method in use and use a novel frequency estimation algorithm presented by Aboutanios, Kocherry and Ye. Simulated results show great performance with the RMSE following closely to the CRLB with sufficient iterations and optimised parameters. Comparing with the existing calibration methods, the proposed method provides improved accuracy, complete automation, customisation, and optimisation with respect to a posteriori knowledge.

9.1 Future Work

The final proposed aim has been revised to a more suitable goal for the timeframe of the thesis project. However, for future work, it can be worth considering extending the automated process. With the permission of the UNSW NMR facility, the simulated code can be converted into a compatible script that can be integrated into the Bruker Topspin NMR software to test in real world applications. Topspin includes a C code compiler kit which can be investigated further if the new method is to be integrated.

To research further improvement and optimisation of this proposed calibration method, advanced experiment parameters in Topspin and specific NMR machines can be investigated and their effects compared. This thesis has only dealt with basic setup parameters in Topspin and a generalised process to run with fixed parameters for an overall average increase in accuracy. Certainly, the inclusion of dynamic parameters to adapt to different practical conditions could see to a refined and improved method.
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2 Matlab Code

2.1 POPT Simulation

% BEGIN %

fs = 1000; % Sampling freq
d = 1; % Total collecting duration
N = fs∗d; % Number of samples
t = linspace(0,d,N); % Time vector
w = linspace(-1,1,N); % Freq scale normalised

n = 2; % Number of spectral lines
A = [1 2]; % Amplitude
f = [50 70]; % Frequency of line
T2 = [0.1 0.05]; % T2 relaxation time

eta = 1./T2; % Decay rate
p = zeros(n,N); % Individual lines (partials)
s = zeros(1,N);

fc = 45000; % Frequency of estimated sin <- Variable to be found, pw90 = 1/4fc
noOfExp = 20; % Number of One Pulse Experiments
pwInc = 5; % Each incremental pw jump
tau = linspace(0, noOfExp∗pwInc, noOfExp); % PW scale
Atau = zeros(n, noOfExp); % Sinusoid
Atau2 = sin(2∗pi∗fc∗tau); % Simulated sin amplitude factor

% Simulate final sinusoid
for i = 1:n
    Atau(i,:) = A(i)∗sin(2∗pi∗fc∗tau);
    figure(1);
    subplot(n,1,i);
    plot(tau, Atau(i,:));
    str = sprintf('Correlated/Peak%d_Sine', i);
    ylabel(str);
    xlabel('Pulse\_width\_\tau');
end
% Show each spectral line component

for i = 1:n
    p(i,:) = A(i)*exp(-eta(i)*t).*exp(1i*2*pi.*f(i)*t);

    figure(2);
    subplot(n,1,i);
    plot(t,real(p(i,:))); 
    str = sprintf('|p uni2423%d uni2423(t)|', i);
    ylabel(str);
    xlabel('Time uni2431(s)');
    s = s + p(i,:); % Create summed FID
end

% Plot FID

figure(3);
subplot(2,1,1);
plot(t,real(s));
ylabel('|s(t)|');
xlabel('Time uni2431(s)');
title('FID');

% Plot frequency spectrum

S = fftshift(fft(s,N)); % Compute DFT of FID
S = abs(S/N); % Magnitude
subplot(2,1,2);
plot(w,S);
ylabel('|S(\omega)|');
xlabel('Frequency uni2431(\omega/\pi)');
title('Spectrum');

% Create array spectrum

R = zeros(noOfExp, N); % Array spectrum matrix for 3D plot
R2 = 0; % Array spectrum vector for 2D plot

% Append Spectra

for i = 1:noOfExp
    R(i,:) = Atau2(i)*S(1,:); % Add each spectra as a new row in matrix
    R2 = [R2 R(i,:)] ; % Append each spectra on to end of vector
end

51
% Plot 2D Array spectrum
figure(4);
plot(R2);
ylabel('|R(k)|');
xlabel('Sample_\omega(k)');
title('2D_{\omega} Array_{\omega} Spectrum');

% Plot 3D Array spectrum
figure(5);
mesh(w, tau, R);
xlabel('Frequency_{\omega}(\omega/\pi)');
ylabel('Pulse_width(\tau)');
zlabel('|R_k(\tau)|');
title('3D_{\omega} Array_{\omega} Spectrum');

% END %
2.2 Pulse Width Calibration Algorithm

% BEGIN %

close all;
clear all;

%%% Import data from TopSpin

x = importtxt('data.txt');
pwinc = 15;
fs = 1/pwinc;

figure(1);
plot((0:length(x)-1)*pwinc,x/max(x));
xlabel('Pulse/Width/(us)');
ylabel('Normalized/Peaks');

%%% pw90 estimation

rn = 25; % Internal iterations

[est,m] = AandM_est_real(x,rn);

f_est = est(1)*fs;

pw90 = 1/(4*f_est)

% END %
2.3 Monte Carlo Algorithm

% BEGIN %

close all;
clear all;

% Monte Carlo RMSE vs SNR

% SNR range
SNRdB_L = -10;
SNRdB_H = 80;
SNRdB_Inc = 5;

SNRdB = linspace(SNRdB_L, SNRdB_H, 20);
RMSE = zeros(1, length(SNRdB));

% pw90 range
pw90_L = 5;
pw90_H = 20;

pw90_act = linspace(pw90_L, pw90_H, runs);

% Other inputs
runs = 1000;
pw_Min = 5;
pw_Inc = 5;
noOfExp = 4;

for k = 1:length(SNRdB)

    SE = 0; % Initialise squared error
    total = length(pw90_act);

    for n = 1:length(pw90_act)
        f_act = 1/(4*pw90_act(n)); % Get frequency from pw90
        fs = 1/pw_Inc;
        time = noOfExp/fs;
        t = linspace(0, time, noOfExp+1); % pw tau vector

        % Calculation
    end
end
test = \sin(2\pi f_{\text{act}}t); \quad \% \text{Generate sinusoid}

x = awgn(test, \text{SNRdB}(k)); \quad \% \text{Add white Gaussian noise}

rn = 25; \quad \% \text{Internal iterations}

\% \text{Estimate frequency}
[\text{est}, m] = \text{AandM\_est\_real}(x, rn);
if est \neq 0
  f_{\text{est}} = \text{est}(1) \times fs;
  \text{pw90\_est} = 1/(4\times f_{\text{est}});
  \text{SE} = \text{SE} + (f_{\text{act}} - f_{\text{est}})^2;
end
end
\% \text{Calculate RMSE}
\sqrt{\text{SE}/\text{length(\text{pw90\_act})}};
\text{RMSE}(k) = \sqrt{\text{SE}/\text{total}};
end

\% \text{Plot results}
\% \text{CRLB calculation}
\text{CRLBfreq} = 12/((2\pi)^2 \times 10^\text{SNRdB/20} \times \text{noOfExp} \times (\text{noOfExp}^2 - 1));

\% \text{Convert to decibels}
\text{CRLBfreqdB} = 10 \times \log10(\text{CRLBfreq});
\text{RMSEdB} = 10 \times \log10(\text{RMSE});

figure;
plot(\text{SNRdB}, \text{CRLBfreqdB}, \text{SNRdB}, \text{RMSEdB});
title('RMSE\_vs\_SNR');
xlabel('\text{SNR\_dB}');
ylabel('\text{RMSE\_dB}');
str = sprintf('RMSE\_(%d\_runs)', runs);
legend('\text{CRLB}', str);

\% END %